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0. Introduction

Interest in TiO2-basedphotocatalysis has been remarkable since
Fujishima and Honda’s first reports in the early 1970’s of UV-
induced redox chemistry on TiO2 [1]. Recently, Fujishima et al. [2]
highlighted the astonishing number of publications involving
heterogeneous photochemical studies (in general) and those
specifically involving TiO2. As shown in Fig. 2.4 of their 2008 Sur-
face Science Reports review, the number of publications have in-
creased dramatically over the last decade to the extent that of
the ∼2400 heterogeneous photochemistry papers published in
2008, roughly 80% involved TiO2-basedmaterials! This remarkable
level of publication activity reflects the potential for new appli-
cations emerging from research in this field. Numerous reviews
exist on the subjects of: heterogeneous photochemistry [3–12],
and TiO2-based photochemistry [2,13–42] that blend in chem-
istry, physics and engineering perspectives to the field. There are
reviews involving the role of TiO2-basedmaterials in such subjects
as: photocatalytic water splitting and hydrogen production
[3,10,43–60], photoelectrochemistry [58,61–63], dye sensitiza-
tion and solar energy conversion [46,64–77], reactor design and
process kinetics [7,78–80], and photochemical air and water
treatments [13,20,48,81–96]. Most TiO2 photocatalysis reviews
adopt an application-driven perspective, but a few approached the
field from a surface science perspective. As examples of the latter,
the Yates group, drawing from their extensivework in the field, has
published several reviews [97–100] that focus on molecular-level
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List of acronyms and symbols

2PPE two photon photoemission
A anatase
AFM atomic force microscopy
ATR attenuated total reflectance
B brookite
CB conduction band
CT charge transfer
DFT density functional theory
DOS density of states
DSSC dye sensitized solar cell
e−/h+ electron–hole pair
EDTA ethylenediaminetetraacetic acid
EELS electron energy loss spectroscopy
EMA effective mass approximation
EPR electron paramagnetic resonance
ESR electron spin resonance
EXAFS extended X-ray absorption fine structure
FTIR Fourier transform infrared spectroscopy
HOMO highest occupied molecular orbital
HREELS high resolution electron energy loss spectroscopy
HRTEM high resolution transmission electron microscopy
IEP isoelectric point
IPA isopropyl alcohol
IPS inverse photoemission spectroscopy
IR infrared
LDA local density approximation
LUMO lowest unoccupied molecular orbital
m0 electron rest mass
me electron effective mass
mh hole effective mass
MBE molecular beam epitaxy
MD molecular dynamics
ML monolayer
Nint interstitial N
Nsub substitutional N
NEXAFS near-edge X-ray absorption fine structure
NMR nuclear magnetic resonance
NRA nuclear reaction analysis
Ovac oxygen vacancy
OHbr bridging OH group
OHt terminal OH group
OPAMBE oxygen plasma assisted MBE
P-25 Degussa P-25, mixed anatase and rutile commercial

TiO2 standard
PED photoelectron diffraction
PSD photon stimulated desorption
QMMD quantum mechanical molecular dynamics
R rutile
RH relative humidity
RHEED reflection high energy electron diffraction
SEM scanning electron microscopy
SFG sum frequency generation
SHG second harmonic generation
STM scanning tunneling microscopy
TCE trichloroethylene
TEM transmission electron microscopy
TMA trimethyl acetate
TMAA trimethyl acetic acid
TOF time of flight
TPD temperature programmed desorption
UHV ultrahigh vacuum
UPS ultraviolet photoelectron spectroscopy
UV ultraviolet
UV–vis ultraviolet–visible optical absorption spectroscopy
VB valence band
XANES X-ray absorption near-edge structure
XAS X-ray absorption spectroscopy
XES X-ray emission spectroscopy
XPS X-ray photoelectron spectroscopy
XRD X-ray diffraction
⟨abc⟩ family of vectors equivalent to the [abc] vector
[abc] specific crystal vector
{abc} family of surfaces equivalent to that defined by the

normal vector [abc]
(abc) specific surface termination defined by the vector

[abc]

Fig. 1. Schematic model illustrating the seven fundamental issues associated with
TiO2 photocatalysis addressed in the review.

phenomena occurring as a result of photon irradiation of TiO2 sin-
gle crystal surfaces. In these reviews, Yates and coworkers explored
the relationships between a surface’s properties (e.g., reactivity,
structure, electronic properties, etc.) and various observed photo-
chemical events (e.g., O2 photodesorption). This approach allows
the researcher to understand and control for many variables (such
as coverage, surface structure, temperature, etc.) while examining
in detail various fundamental aspects of photon-initiated events.
The surface science approach typically utilizes well-defined mate-
rials (e.g., single crystals) and ultrahigh vacuum (UHV) techniques
to understand physical and chemical phenomenon occurring at in-
terfaces. It is the aim of this review tomotivate readers to approach
the subject of TiO2 photocatalysis from the same perspective.

The structure of this review was developed using an expanded
version of the common TiO2 photocatalysis cartoon shown in Fig. 1.
This cartoon shows a TiO2 nanoparticle with superimposed on it a
simple electronic structure of the TiO2 valence band (VB) states,
the conduction band (CB) states and the bandgap. The cartoon
illustrates seven key issues (labeled 1 through 7) that will be
considered in discussing the fundamental processes important
to TiO2 photocatalysis. The first of these is photon absorption
(Section 1). Much effort has been aimed at understanding and
altering the optical properties of TiO2, particularly for enhancing
visible light absorption. In contrast, much less is known about
the optical properties of TiO2 surfaces or about how alterations of
bulk optical properties affect surfaces. The second issue involves
the behaviors of charge carriers after their creation (Section 2),
in particular how these carriers reach surfaces and what happens
to them there prior to being involved in transfer chemistry. Since
the essential characteristic of TiO2 photocatalysis is the electron
transfer event, the third subject is dedicated to reviewing various
electron transfer processes at TiO2 surfaces (Section 3), with
the focus on the dynamics of single electron transfer events. In
order for electron transfer to occur, donor and acceptor molecules
must approach the TiO2 surface, and in many cases, become
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chemisorbed (Section 4). The binding site, structure and stability
of these molecules set the stage for electron transfer and the
desired catalytic behavior of the TiO2 surface. The mechanistic
aspects of coupling sequential, single electron transfer events with
thermal reaction steps to constitute a catalytic process involving
both redox half reactions is the focus of the fifth topic (Section 5).
Just as in thermal heterogeneous catalysis, the presence of poisons,
promoters and spectators can have important influences on TiO2
photocatalysis, so the sixth topic (Section 6) will review how these
additives affect the electron transfer and catalytic aspects of TiO2
photocatalysis. Finally, TiO2 photocatalysts are not, as the cartoon
in Fig. 1 might imply, round balls devoid of surface (or bulk)
structure. Section 7 will review literature that illustrates how the
phases and forms of TiO2 surfaces impact chemical and electron
transfer processes occurring during photocatalysis. In conclusion,
Section 8 will take a brief look at several TiO2 photochemical
applications from a surface science perspective.

1. Photon absorption

The photon absorption step in a photocatalytic reaction typi-
cally is viewed as a bulk (i.e., subsurface) process. However, two is-
sues make this topic relevant to surfaces. First, as a consequence of
lattice truncation and formation of surface ‘dangling’ bond states,
the electronic structures of surfaces are distinctly different than
those of the bulk. Unique excitation events can arise from surface
states or surface charge transfer complexes. Second, surface pho-
ton absorption processes can provide significant contributions to
the overall photon absorption capacity of a TiO2 nanoparticle. For
example, with a nominal radius of ∼3–4 nm, the ratio of ‘surface’
atoms to ‘bulk’ atoms in a TiO2 nanoparticle in on the order of 1
in 10. In this situation, the surface region of a TiO2 nanoparticle
could account for ∼10% (or more) of the optical absorptivity of the
material.

1.1. Pure TiO2

The bulk optical properties of TiO2 anatase (A) and rutile (R)
are well-documented in the literature [101–107]. Insights into the
optical absorptivity of TiO2 have been obtained from a variety of
optical techniques, including photoconductivity and photoacoustic
spectroscopy [108–113]. The absorption thresholds of TiO2 are
well-known (see below), however the maxima in the bulk optical
absorption spectra of A and R are not frequently discussed. The
lowest photon energy at which the greatest probability exists for
generating charge carriers can be visualized as the coupling of the
highest density of states (DOS) near the VB maximum with the
highest DOS near the CB minimum. This point occurs at ∼4.0 eV
for both polymorphs of TiO2 [106,107,114].

It is generally held that in the bulk limit, the bandgaps in A
and R are indirect and direct, respectively. Recent measurements
[101,115,116] concurwith past analyses that the energies for these
transitions are at ∼3.2 and 3.0 eV, respectively. The threshold
for the direct bandgap transition in A is reported to be at
∼3.8–4.0 eV [115,117]. As shown by Tang and coworkers [114,118,
119], the absorption behavior of A at threshold exhibits Urbach
behavior, where the absorption coefficient increases exponentially
with increasing photon energy (at all temperatures). In contrast,
the absorption coefficient of R increases more-or-less linearly
above the threshold. The optical absorption edges decrease with
increasing temperature for both polymorphs (see Fig. 1.1). Tang
et al. have shown that the dichromic behavior of A (i.e., the
difference in the absorption properties perpendicular to versus
parallel to the c-axis) increases with increasing temperature, but
disappears in R as room temperature is approached. These authors
Fig. 1.1. The optical absorption onsets (plotted on a log scale) versus photon energy
for anatase and rutile crystals at 4 different sample temperatures. ‘R’ signifies the
fraction reflected and ‘T’ the fraction transmitted.
Source: From Tang et al. [114].

attribute these differences to excitonic states in A being ‘self-
trapped’ whereas those in R are considered ‘free’. Although the
reason for this difference is not clear, the authors proposed it
likely has to due with structural differences between A and R,
in particular that the R unit cell is neighbored by 10 other unit
cells whereas it is only neighboring by 8 in A. Based on first-
principle plane wave calculations, Asahi et al. [120] concluded
that the optical anisotropy in the absorption cross section of A at
onset was due to the presence of a significant contribution from
the non-bonding dxy orbitals at the bottom of the A CB which
are preferentially oriented perpendicular to the c-axis in A. These
observations regarding the bulk absorptivity of TiO2 sets the stage
for considering how surfaces alter the absorptive properties of
TiO2. This subject will be continued in Section 7, where surface
electronic structure measurements and theory in the literature
reveal differences between the surfaces of A and R that impact
photon absorption.

In contrast to A and R, the optical properties of brookite (B)
are not well-understood, primarily because of the lack of reliable
samples on which to work. As an example of optical absorptivity
work being done on B, Zallen andMoret [121] indicate thatmineral
samples of B are always colored (in contrast to pure A or R which
are nearly colorless), possessing an indirect bandgap of ∼1.9 eV.
The low bandgap for this B sample was likely due to the presence
of impurities. Koelsch et al. estimated the B bandgap to be ∼3.8–4
eV based on measurements of synthetic particles [122].

1.2. Nanoscaled TiO2

Numerous groups [113,123–135] have observed or proposed
that quantum confinement in TiO2 nanoparticles in the <10 nm
size range results in a blueshift of the absorption threshold as
the particles become more ‘molecular’ in character. For example,
Fig. 1.2 from thework of Satoh et al. [124] shows blueshifting in the
absorption thresholds of TiO2 nanoparticles as the centroid of the
particle size distributionwas decreased (through syntheticmeans)
from ∼2.8 nm (blue trace) to ∼1.9 nm (red trace) to ∼1.5 nm
(green trace). (The inset shows the thresholds in electron volts.)
Similar effects have been seen in TiO2 materials that would not
normally be considered for quantum confinement. Lee et al. [126],
and Enright and Fitzmaurice [127] have each reported absorption
blueshifts in TiO2 films composed of nanoparticles, despite the
many particle interconnections that one might expect to negate
true quantum confinement. Similarly, Joo et al. [128] proposed
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Source: Reprinted by permission from Satoh et al. [124].
© 2008, Macmillan Publishers Ltd. Nature Nanotechnology.

that an increase in the bandgap of ∼0.13 eV resulted from the
nanoscaled lateral dimensions of A nanorods, despite the fact
that the dimension along the rods was well outside the scale for
quantized behavior.

There have been attempts to model the effect of nanoscaling
on the optical properties of TiO2. Qu and Kroes [123] used density
functional theory (DFT) to calculate an increase in the effective
bandgap in (TiO2)n clusters as n was decreased from 9 (3.84
eV) to 1 (4.89 eV). Satoh et al. [124] observed blueshifts in the
absorption threshold of A with decreasing particles sizes below
2 nm that matched their calculations based on the effective mass
approximation (EMA), with values for the electron effective mass
obtained from the literature. (See Section 2 for details on the EMA.)
In contrast, Serpone et al. [136] did not observe blueshifting for
nanoscaled A particles down to 2 nm. These authors proposed that
the blueshifts observed below 2 nm were due instead to changes
from indirect to direct bandgap excitation as their A particles
became smaller and geometric distortions in the coordination
spheres of Ti became more prevalent. In agreement with these
conclusions, Monticone and coworkers [137] examined the optical
properties of small A nanoparticles as a function of a tight
particle size distribution controlled by varying the concentration of
acetylacetone (as binder) during preparation. As shown in Fig. 1.3,
these authors observed little or no blueshift for particles with
diameters (‘‘2R’’) ≥2 nm and only slight blueshifting (≤0.2 eV) for
particles ≤1 nm. Their data did not fit the EMA (using literature
values for the electron and hole effective masses). Instead, the
significant changes that they observed in the oscillator strengths of
optical transitions in the 3.5–4.5 eV range with decreasing particle
size were attributed to increased lattice strain in the particles
arising from nanoscaling. These authors argued that the EMA
becomes invalidwhen the electronic structure of TiO2 departs from
a band structure model (in this case, when at the nanoscale).

1.3. Surface absorption effects

This section attempts to address how the optical absorption
properties can be influenced by surfaces. However, in most cases,
surface photon ‘absorptivity’ and how it can be altered (e.g., by
doping) can only be inferred based on bulk studies. In order to
fully understand the potential involvement of TiO2 surfaces in
absorbing light, one should have anunderstanding of the electronic
structures of those surfaces (see Section 7).
Fig. 1.3. The optical absorption onset energy for anatase nanoparticles (circles) as a
function of particle size. The solid curve represents a theoretical assessment based
on the EMA, and the dashed line is the bulk bandgap value. The inset shows the
relative change of the (101) lattice constant with particle size.
Source: From Monticone et al. [137].

1.3.1. Surface states
Absorptivity at TiO2 surfaces may be altered from that of the

bulk in terms of changes in transition energies and/or oscillator
strengths of transitions due to formation of surface states.
Truncation of a bulk lattice invariably results in the formation of
new electronic states associated with surface reconstructions or
surface dangling bonds that are different from those in the bulk.
The extent to which surface states resulting from these ‘non-bulk-
like’ structures play a role in the light absorption properties of TiO2
is unclear. Kobayashi et al. [138,139] proposed the latter based on
second harmonic generation (SHG) and sum frequency generation
(SFG) to explore the optical properties of the R TiO2(110) surface.
These authors observed variations in the angular dependence of
the SHG signal as a function of photon energy and polarization
that indicated strong anisotropic optical absorptivity and energy
dependence in the electronic states of this surface (Fig. 1.4). The
angular dependence and polarization behaviors were significantly
different above and below the near-threshold photon energy
region (∼3.5 eV) suggesting the presence of surface states near
the threshold. These results support the notion that surface states
on well-ordered TiO2 surfaces (such as the R TiO2(110) surface)
may provide unique, non-bulk-like optical properties for TiO2. This
supposition is also supported by work on the prototypical Degussa
P-25 (hereafter referred to as P-25). Hurum et al. [140] proposed
that interfacial states between A and R may be responsible for the
appearance of photochemical ‘‘hot spots’’ in mixed A+Rmaterials
(like P-25) leading (for example) to visible light excitation.

1.3.2. Surface modification
Numerous groups have shown that the optical properties

of TiO2 can be altered by surface modifiers. In most cases,
modification of the optical properties of TiO2 results simply
from inclusion of the optical transitions of the surface modifier;
however, in other cases the electronic states of TiO2 can be
affected by the modifier. For example, when the TiO2 surface
is decorated with: UV/vis-active oxides (such as WO3 [141–
144], SnO2 [145], and Fe2O3 [146] among many), metal clusters
(such as Ag [147–152], Au [153–157] or Pt [154,158–162])
possessing visible light active plasmonic transitions, or certain
molecules (such as sensitizing dyes [163–166], stearic acid [167]
or chlorophenols [168–172]) in which charge transfer (CT) states
are generated from adsorption. The case of chlorophenols provides
an example of how the absorptive properties of TiO2 surfaces
can be modified by molecular adsorption. In Fig. 1.5, Kim and
Choi [168] show that new excitations result from the creation
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Fig. 1.4. The azimuthal angle dependence of the second harmonic intensity from rutile TiO2(110) at 4 fundamental photon energies in various combinations of ‘P/S-in’ and
‘P/S-out’ polarization configuration.
Source: From Kobayashi et al. (139b).
© 1998, IOP Publishing Ltd.
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of charge transfer states during adsorption of various phenolic
compounds on TiO2. In each case, the authors found that charge
carriers were generated from excitation of these charge transfer
states. In contrast, adsorbed dichloroacetate (DCA in Fig. 1.5) did
not produce a new CT state (at least not in the visible) and it did
not undergo any detectable visible light photochemistry.

1.3.3. Doping
In the context of this section, doping involves inclusion or

substitution of a foreign atom into the TiO2 lattice in such a way
as to induce new electronic states and new optical transitions
not seen in pure TiO2. There is much ambiguity in the literature
with regard to the atomic-level details of doping, particular as
to where the limits of solubility lie for a particular dopant state
(e.g., substitutional or interstitial) and what changes occur in the
optical properties when the limits are crossed. The degree of ‘local’
versus ‘extended’ influence of a dopant also plays a role in the
optical properties of TiO2 and the ‘usefulness’ of the resulting
charge carriers [173,174]. Few TiO2 studies have been able to
specify the dopant location in and impact on the TiO2 lattice with
a high degree of certainty, what the dopant spatial distributions
are, and how dopants alter the physical and electronic structures
of TiO2. Most studies focus on how dopant preparation methods
affect the photochemical behavior of some reaction. There is
also considerable uncertainty in many studies as to whether the
dopant resides in the TiO2 bulk or surface (or both). Some surface
studies have utilized photoemission techniques to examine how
adsorbates (e.g., organics or noble metals) affect the VB states
of TiO2 single crystal surfaces [175], however little is known
about how optical transitions are affected. As a consequence, the
discussion here will focus broadly on the issue of bulk doping
with the hope of stimulating surface science studies aimed at
understanding surface doping as well.
Self-doped TiO2 (reduced)

The most common example of doping in TiO2 involves self-
doping. In both A and R, self-doping is n-type, resulting from a sto-
ichiometric imbalance in which oxygen is lost and reduced cation
sites are incorporated into the lattice [176–183]. Conceptually, this
imbalance can manifest itself in several ways, for example, forma-
tion of isolated point defects such as oxygen vacancies or titanium
interstitials, or formation of networks of such point defects. Bulk
defects in TiO2 appear to result in occupied gap states located be-
low the CB edge that are predominately Ti 3d related. There ap-
pear to be no examples of p-type self-doping in A or R in which



M.A. Henderson / Surface Science Reports 66 (2011) 185–297 191
unoccupied VB states are seen to form in the bandgap as a result of
deviations from the ideal TiO2 stoichiometry.

The blue color in reduced TiO2 is derived from optical
absorption in the near-IR region of the visible spectrum resulting
from excitation events associated with Ti3+-related bulk defects.
Efforts to calculate the absorption spectra of Ti3+ sites in bulk
TiO2 have been few (as an example, see work of Lin et al. [184]
for oxygen vacancies in A). Khomenko et al. [185] have examined
the optical transitions and electron paramagnetic resonance (EPR)
properties of reduced R single crystals. These authors detected
optical transitions in reduced samples between 0.75 and 0.9 eV
which were assigned to excitations of Ti3+ sites via small polaron
electron transfer processes. These authors also observed much
weaker transitions between 2.3 and 2.9 eV which they assigned
to d–d transitions associated with Ti3+. Their EPR results showed
multiple Ti3+ states, but the most intense signals resulted from
interstitial Ti3+ sites. These results suggest that the main sub-
bandgap optical transitions in reduced TiO2 result from localized
excitations of Ti3+ (i.e., from localized to localized states). The
lifetimes of these excitation states are not known, but are believed
to be very short-lived. In contrast to localized excitations of Ti3+,
some groups envision optical excitations of Ti3+ centers to involve
transitions into the TiO2 CB (i.e., from localized to delocalized
states). For example, Komaguchi et al. [186] proposed that visible
light excitation of Ti3+ was associated with transitions of localized
electrons at Ti3+ sites into the TiO2 CB (which should be EPR-
silent) because the EPR signal corresponding to Ti3+ in reduced
P-25 disappeared at 77 K when exposed to sub-bandgap light but
reappeared when the light was turned off.

The presence of reduced cation sites at the surface (or near-
surface region) of TiO2 offers the potential for new optical exci-
tation events that may result in new avenues of photochemistry.
Several groups have observed visible light photoactivity for slightly
reduced TiO2 materials [187–191]. For example, Martyanov
et al. [191] found that near-stoichiometric TiO2 prepared by ox-
idation of TiO or Ti2O3 was able to photocatalyze acetaldehyde
oxidation with visible light. Similarly, Justicia et al. [188–190]
found that sub-stoichiometric A films exhibited visible photoac-
tivity formethylene blue degradation. These authors attributed the
observed photoactivity directly to excitation of Ti3+ sites. They also
proposed that sub-stoichiometry in A changes the bandgap of this
material from indirect to direct, and increases the absorptivity at
threshold.

While the most well-characterized TiO2 single crystal surface,
that of the R TiO2(110) surface, is known for the chemical
properties of its ‘sub-stoichiometric’ defects (i.e., oxygen vacancy
sites [175]), there are no published accounts of visible light
photocatalysis on this surface resulting from excitations of these
defects. However, two groups have observed transient signatures
for excitation of electrons in defect states on the TiO2(110) surface,
in both cases using two photon photoelectron spectroscopy (2PPE).
Petek’s group [192–197] has shown that excitations of occupied
gap states in the R TiO2(110) surface (i.e., oxygen vacancy sites)
are too short-lived to measure, but become longer lived (>10
fs) when the surface is covered with protonic solvents (such as
H2O or CH3OH). This effect was not observed if the surface was
oxidized prior to water adsorption (see Fig. 1.6). As shown in
Fig. 1.7, the intensity and temperature dependence of the 2PPE
signal from the vacancy excited state correlated with the H2O (or
CH3OH) coverage suggesting to the authors an excited state that
involved solvent-like behavior (i.e., a ‘‘wet electron’’ state). The
lifetime of this intermediate excited state was longer in the case
of CH3OH (>30 fs) than for H2O (<20 fs). These data suggest that
excitations of surface electronic defect states should play a part in
affecting the dynamics of electronic states at TiO2 surfaces during
photocatalysis. Similar observations have been made with 2PPE
Fig. 1.6. Signals from 2PPE as a function of time delay between excitation and
ionization pulses for the reduced R TiO2(110) surface (solid diamonds), this surface
exposed to 0.7 L H2O (open squares) and 1.6 L H2O (solid circles) at 100 K. Solid lines
represent fits to the decay signal. (1 L = 1 × 10−6 Torr s).
Source: From Onda et al. [194]. Reprinted with permission from AAAS.

studies of reduced TiO2(110) by Ino et al. [198], although these
authors did not conduct time-resolved measurements.

The 2PPE technique provides useful information regarding the
surface initial state and the dynamics of the initial excitation event
(when used in a time-resolved fashion); it does not, however,
provide a spectrum of initial excitation events unless a tunable
‘pump’ excitation source is utilized. Surface electron energy
loss spectroscopy (EELS) [199–202] provides spectral information
regarding surface electronic excitations similar to what is seen
in bulk studies using other energy loss approaches (e.g., from
electron transmission imaging; seework of Khomenko et al. [185]).
In the scattering mode, the EELS technique preferentially detects
optical transitions available at the surface. Fig. 1.8(a) shows the
EELS spectrum for the reduced R TiO2(110) surface (possessing
∼8% oxygen vacancies). Band-to-band transitions are evident at
energies above 3 eV, with a peak at slightly above 4 eV (consistent
with optical absorptivity results; see above). The most prominent
feature in the spectrum is that of the Ti3+ excitation feature at
∼0.8 eV (∼1550 nm) associated with surface oxygen vacancy
sites. The energy of this transition is consistent with what is seen
from optical (UV–vis) measurements of reduced TiO2 powders
(see Section 2.4). Section 5 provides more details on the reactivity
of oxygen vacancy sites on the R TiO2(110) surface to molecules
like O2 (Fig. 1.8(b)–(d)), and Section 7 delves into the electronic
structure of these sites. (For example, see work by Komiyama and
Li [203,204].)
Cation-doped TiO2

Studies that examine the photochemical properties of cation-
doped single crystal TiO2 surfaces are few (as an example, see the
work of Bechstein et al. [205,206]). Studies on cation doping of
powdered TiO2 surfaces aremore abundant. Many groups have ex-
amined how cation doping shifts the TiO2 absorption properties
into the visible. A variety of metals on TiO2 have been explored, in-
cluding: Fe [207–216], Cr [41,212–222], V [212,213,215,216,223–
226], Ni [213,216,227], Nb [107,213,219,228], Na [229], Mn [212],
Cu [216,230], Al [231] and Co [215,216]. Taking Cr3+ as an ex-
ample, the Anpo group ([41] and references therein) has shown
that cation doping of TiO2 results in both visible light absorptiv-
ity (see Fig. 1.9) and photoactivity toward NO. The latter was only
observed for TiO2 samples doped by ion implantation and not for
those whose surfaces were chemically doped with Cr3+. This sug-
gests that the chemical and/or structural environments of the Cr3+
dopant will impact its utility as a promoter of visible light activity
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Fig. 1.7. (a) Integrated signals from 2PPE (solid circles) and work function change
(open squares) as a function of water exposure on the reduced R TiO2(110) surface.
The approximate exposure point corresponding to 1 ML is indicated. (c) 2PPE
difference spectra for a 1.35 L H2O exposure at 100 K followed by various heating
treatments. (1 L = 1 × 10−6 Torr s and 1 ML = 5.2 × 1014 cm−2).
Source: From Onda et al. [194]. Reprinted with permission from AAAS.

in TiO2. Based on DFT calculations for substitutional Cr doping in
bulk R, Umebayashi et al. [232] proposed that visible excitations
should result from either excitation of TiO2 VB electrons into un-
occupied Cr mid-gap states (labeled ‘c’ in Fig. 1.10) or from excita-
tion of partially filled Cr mid-gap states (‘c’) into the TiO2 CB (‘d’).
These authors proposed that the position of the dopant’s t2g state
in the R lattice’s octahedral field (for substitutional 1st row metal
cationdopants) is key towhether optical transitions result from the
dopant into TiO2 states or from TiO2 states into the dopant. While
both types of transitions may occur using visible light, both do not
have the samepotential for redox. In contrast, V dopant stateswere
located near the CB edge (labeled ‘a’ and ‘b’ in Fig. 1.10) so transi-
tions from the TiO2 VB to unoccupied V states are likely. Excitations
of mid-gap for Mn and Fe dopant states to the TiO2 CB should be
important. (Metals such as Co and Ni which have t2g states at the
top of TiO2 VB may not exhibit much visible activity.)

Aside from the studies of the Anpo group, several other groups
suggest that visible excitations in Cr-doped TiO2 can promote
surface photochemistry. For example, Zhu et al. [221] prepared
Cr3+ doped A (by sol–gel methods) that absorbed in the visible.
This photocatalyst exhibited enhanced photodegradation in the
UV for an azoic yellow dye, as well as activity in the visible.
Similarly, Lee and coworkers [213] observed redshifted absorption
thresholds for A sol gels doped with Cr3+, Ni2+ and Fe3+. These
also showed greater activity in the visible than pure TiO2 for
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CH3OH photodecomposition, although pure A outperformed all
doped samples in the UV. Surface complexes of Cr6+ on P-25 have
shown visible activity in promoting 4-chlorophenol oxidation not
seenwith other high valent cations (e.g., Cu2+, Fe3+, Mn4+, Ce4+ or
V5+) according to Sun et al. [233]. However, the authors concluded
that these photoreactions were not catalytic.

In contrast, other groups have not observed that visible light ab-
sorptivity inmetal-doped TiO2 translated into photochemistry. For
example, Salmi et al. [214] used transient absorption spectroscopy
to study Cr- and Fe-doped A. These samples showed longer lived
trapped holes than for undoped A, but increased hole lifetimes did
not result in increased UV photoactivity for either acetaldehyde or
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toluene photooxidation. Similarly, Gracia et al. [215] observed red-
shifts in the absorption thresholdswith Cr, V, Fe and Co doping, but
no enhancement in photocatalytic activity for these doped samples
over pure TiO2. They also detected evidence for metal oxide seg-
regation on TiO2 after annealing, which suggests that bulk doping
with these cations was susceptible to thermal degradation.

According to Choi and coworkers [216], the optimum dopant
concentration balances the ability of these centers to act as traps
for effective charge separation with the adverse tendency of these
sites to also promote charge recombination. The dopants most
active for redshifting TiO2 photochemistry into the visible were
those with open shells, whereas no photochemical benefit was
derived from closed shell cation dopants. These conclusions were
reached by examining a wide variety of metal cation dopants at
0.1–0.5 at.% concentrations in 2–4 nm sized TiO2 colloidal particles
using transient absorption spectroscopy as a diagnostic. Some
cation dopants (such as Fe3+ and TV4+) exhibited much longer
lived carrier lifetimes than in undoped TiO2, whereas other cations
(e.g., Al3+) resulted in shorter lifetimes.
Anion-doped TiO2

There has been an explosion of papers in the literature on
anion-doping of TiO2 since Asahi and coworkers’ 2001 Science re-
port of visible light activity in nitrogen-doped TiO2 [234]. By far,
the most extensively studied anion dopant has been N [184,191,
229,234–322], but other anion dopants (e.g., C [191,234,245,246,
254,305,314,315,323–336], S [234,237,245,246,261,305,335,337–
347], halides [272,278,348–355], P [234,337,356] and B [357–359])
have also been examined, both experimentally (references above)
and theoretically [184,229,234,236,249–251,258,260,272,276,278,
283,288,298,305,306,309,310,314,320,325,334,337,338,343,348,357,
358]. The general idea is that anions which are less electronega-
tive than O, when substitutionally doped into the lattice will have
some of their valence p-states pushed up out of the TiO2 VB into
the bandgap. The question as to whether these new gap states are
localized or are part of the VB structure remains unresolved [174].
The issue of how non-substitutional anion dopant behave also re-
mains an important issue.

Fujishima et al. [2] have briefly described some of the pre-
parationmethods and general characteristics of anion-doped TiO2,
so these will not be repeated here. It should be emphasized
that doping preparation methods (in general) are very diverse,
ranging from dry methods (e.g., ion implantation or incomplete
oxidation of Ti nitrides, carbides, etc.) to wet methods (e.g., sol–gel
synthesis). There is, at present, little understanding of how these
preparation methods produce consistency in the characteristics
of the doped material. (This statement applies equally to cation
doping of TiO2, discussed above.) Discussion from this point will
center on N-doped TiO2 because of the greater amount of attention
paid to this anion dopant.

As mentioned above, Asahi et al. [234,236] were the first to
synthesize high surface area N-doped TiO2 (mixed A + R) and to
study its properties for visible light photochemistry. These authors
sputter-deposited TiO2 in Ar/N2 gas mixtures and observed a
redshift in the optical absorption spectrum of the resulting films.
Based on theory (see below) and a 396 eV X-ray photoelectron
spectroscopy (XPS) feature in the N 1s region, they assigned the
N dopant to a substitutional site. These films exhibited methylene
blue decolorization and acetaldehyde photooxidation in visible
light. There have been many subsequent reports of N-doped TiO2
powders or films exhibiting activity in the visible. For example,
Wang et al. [304] prepared N-doped A by wet methods that
absorbed in the visible but had aN1s feature at∼400 eV (instead of
∼396 eV) thatwas stable up to 400 °C, but largely disappeared after
600 °C. Their N-doped A promoted photooxidation of phenol in the
visible under aqueous conditions. Joung et al. [267,268] prepared
N-doped A by annealing pure TiO2 in an NH3 gas stream. XPS
showed a N 1s feature at 400 eV and a Ti 2p region resembling
pure TiO2 (i.e., with little or no Ti3+), although EPR was able
to detect Ti3+ spins and no N-related spins. Their N-doped A
absorbed light in the visible and promoted trichloroethylene (TCE)
photodegradation in the visible. Other examples of visible light
activity for N-doped TiO2 can be gleaned from the extensive list
of papers cited above.

While a variety of techniques have been employed to charac-
terize the N dopant in high surface area TiO2 samples, at present
the most commonly used diagnostic tool for characterizing the
state of the dopant is XPS. In general, groups have assigned the
dopant’s site location based on this technique, where features at
∼396 eV are attributed to substitutional N and features at ∼400
eV are due to interstitial N [282]. Features above 400 eV are typi-
cally attributed to either embedded N2 or to nitrate/nitrite species.
These assignments are by nomeans firm in the literature, aswill be
discussed below. Also, the concentration and preparation method
dependences leading to these different N 1s features have not been
well-established.

Confusion about the photochemical properties of different
forms ofN in high surface area TiO2 is compoundedby observations
in which N-doping does not lead to visible light photochemistry.
For example, Irie et al. [264] observed a N 1s feature at 396 eV
and absorption at wavelengths greater than 400 nm for N-doped
TiO2 prepared heating the pure phase in NH3 gas. While these
samples exhibited visible activity for isopropanol photooxidation,
the relative quantum efficiencies were lower for visible light
irradiation of the N-doped samples than was observed for band-
to-band excitation (see Fig. 1.11). The quantum efficiencies also
decreased as the N concentration was increased suggesting to the
authors that N centers in TiO2 acted not only as light-absorbing
centers but also as charge recombination sites. Lower quantum
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Fig. 1.11. Quantum yields for isopropanol photodecomposition using visible and
UV light as a function of nitrogen–dopant level in TiO2 .
Source: Reprinted with permission from Irie et al. [264].
© 2003, American Chemical Society.

yields relative to UV values were also obtained from visible
light photooxidation of CO over N-doped TiO2 prepared by wet
methods [294]. The assertion that N dopants act as recombination
centers was also offered by the Hoffmann group [238] based on
a comparison of formate photodecomposition on N-doped and
undoped A. The same group [285] raised an additional issue of
concern regarding N-doping. These authors prepared N-doped A
through wet (N(C2H5)3 + Ti(i-OC3H8)4) and dry (powder treated
with NH3 at 550 °C) methods, both of which absorbed visible light.
However, neither sample promoted photooxidation of formate
or ammonium ions in the visible. These authors concluded that
the oxidative power of holes trapped at dopants were noticeably
less than those thermalized to the VB edge in pure TiO2. Dopant-
trapped holes were unable to oxidize (by direct or indirect means)
adsorbates whose donor levels were at or below the VBmaximum.
Consistent with this conclusion, Fu et al. [259] used EPR data to
propose that many examples of visible light photodecomposition
of organics on N-doped TiO2 actually proceeded via electron-
mediated reactions involving O−

2 and not through holes generated
at N dopant sites. (What happened to the trapped holes in this
case was a mystery.) More than likely, as Mrowetz and coworkers
suggest, there are some adsorbate-to-hole electron transfer events
that would normally proceed with VB holes but not with N dopant
holes.

Finally, Tachikawa et al. [35,300] used time-resolved diffuse
reflectance (pump pulse in the UV or visible followed by probe
pulse at 700 nm) to study photodecomposition of ethylene glycol
on pure and N-doped A prepared by dry methods. (See Section 2
for a discussion of wavelengths for the transient probing of holes
versus electrons in photoexcited TiO2.) N dopant concentrations
ranged from 0.2% to 0.7% based on the intensity of the N 1s feature
at 396 eV in XPS. These authors found evidence in their transient
signal decays for hole transfer to ethylene glycol after a 355 nm
pump of undoped TiO2, with the same occurring for N-doped A
except that the transient signals were much weaker. As expected,
there was no evidence for hole transfer (or electron trapping) with
the 460 nm pump on undoped A, but only weak signals were
detected for N-doped A. These latter signals were ascribed to hole
trapping at dopant sites. Nevertheless, the authors observed visible
light activity for ethylene glycol photodegradation over anion-
doped TiO2 and hole trapping in their transient spectra. Based on
these results, Tachikawa et al. proposed that UV photodegradation
of ethylene glycol occurred via both electron and hole pathways,
but that the degradation observed via visible light irradiation of
anion-doped TiO2 occurred predominately via reactive species
generated in the reduction half reaction, in agreement with the
conclusions of Fu et al. [259]. A synopsis of these effects is shown
in Fig. 1.12 from the work of Tachikawa and coworkers.

Based on these high surface area TiO2 studies, it would appear
that more information is needed regarding the physical and
chemical state of N dopants generated by various preparation
methods. Direct correlations between the optical properties
of these forms of N dopants and electron transfer reactions
occurring at the surfaces of N-doped TiO2 are also needed.
These needs have spawned studies examining N-doping of TiO2
from more fundamental perspectives. For example, the first
theoretical examinations of N-doped TiO2 were conducted by
Asahi et al. [234]. These authors obtained DOS information from
linearized augmented plane wave calculations in the local density
approximation (LDA). These calculations indicated that anion
dopant levels for substitutional N, C, S and P occurred, just above
the O 2p-dominated VB, whereas F 2p states resided within the
energy range of the O 2p VB. These observations are consistent
with the electronegativities of the various anions relative to that
of O. More recently, Di Valentin and coworkers [249] employed
spin-polarized DFT to calculate the electronic structures of
substitutional N in A and R. In the absence of charge compensation
from a donor state, they predicted that substitutional N2− would
result in an apparent redshift in the absorption threshold of A,
with N states residing at top of VB, but an apparent blueshift for
doping in R. With one exception (see below), this prediction of a
blueshift for N-doped R is inconsistent with experimental work
on the subject. Di Valentin and coworkers suggested that allowing
charge compensation of the N2− dopant (e.g., from a Ti3+ donor
state) would alter this effect. While this group has not returned
to the subject of N-doped R, they have shown in subsequent
papers [250,251,258,276] that the presence of bulk Ti3+ donor
states (e.g., those associated with oxygen vacancies) in A resulted
in charge compensation of N2− to N3−. This is schematically
shown in Fig. 1.13. In turn, N-doping in seen to significantly
lower the formation energy of bulk oxygen vacancies in A. Their
theory also showed that both interstitial and substitutional N
were thermodynamically favorable, depending on the oxidative
chemical potential during the doping process, and that both types
of N dopant resulted in gap states, although those for Nsub appeared
closer to the VB edge. These authors also indicated that the
doping process did not result in a shift of the VB edge (i.e., a
shift in the energy of the predominant O 2p states), but in more-
or-less localized N 2p states whose energies were located in
the gap. These conclusions are in general agreement with other
theoretical groups that have examined N-doped TiO2 [260,288,
309,310,320], although there are some differences. For example,
Graciani et al. [260] predicted that no bandgap narrowing would
be exhibited for N3− doping in R TiO2(110) even with stabilization
byO vacancies. Yang et al. [309,310] predicted that the total energy
of the A system significantly increased for Nsub concentrations
>1% indicating increased destabilization of the lattice. However,
they also predicted that both Nsub and Nint in R should show gap
states.

Di Valentin and coworkers [250,251,276] complimented their
theory (discussed above) with EPR and XPS results on A in which
they found evidence for hole trapping on the N dopant site and
degradation of methylene blue in the visible at rates that were
slightly greater for N-doped A than for undoped A. Their estimate
of the number of N-related spins detected per gram of TiO2 (∼1017
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Fig. 1.12. Schematic models for photooxidation of an adsorbed species (designated as ‘S’) on undoped TiO2 (left) and anion-doped TiO2 by hole transfer (HT) and by O−

2
mediated processes (middle and right, respectively).
Source: Reprinted with permission from Tachikawa et al. [35].
© 2004, American Chemical Society.
Fig. 1.13. Schematicmodel for the donor state (Ti3+) charge compensation process
that transforms a N2− dopant into N3− .
Source: From Di Valentin et al. [251].

Fig. 1.14. Normalized O2 photodesorption yields as a function of wavelength from
saturation O2 exposed to undoped R TiO2(110) (solid circles) and to N+

2 implanted
in R TiO2(110) (open squares and triangles).
Source: Reprinted with permission from Diwald et al. [253].
© 2004, American Chemical Society.

or ∼6 × 10−4% of available lattice O) suggested that most of the
incorporated N was spin silent (N3−) [250].

The Yates group [252,253] was the first to consider experimen-
tally the issue of N-doping in single crystal TiO2. They used two
means of N-doping: sputter implantation using 3 keV N+

2 ions and
annealing in flowing NH3 at 870 K. Bothmethods showed the char-
acteristic 396-7 eV N 1s feature ascribed in the literature to Nsub,
although the latter method also showed a N 1s feature at ∼400
eV typically assigned to Nint . These authors, however, assigned the
400 eV feature to N-Hint sites. Rutile TiO2(110) doped by heat-
ing in flowing NH3 exhibited visible light absorptivity (down to
2.4 eV) and visible light photoactivity for Ag+ reduction in solu-
tion. In contrast, these authors did not observe visible light activity
for O2 photodesorption on the implanted sample. Instead, a sig-
nificant blueshift was observed relative to the typical UV activity
on the undoped surface (see Fig. 1.14). These authors proposed
that N-doping of TiO2(110) resulted in a partial filling of the TiO2
CB that prevented low energy indirect band-to-band excitations,
requiring higher photon energies to accomplish band-to-band ex-
citation. This conclusion has not yet been substantiated in the lit-
erature (see below). It is possible that their results of an apparent
blueshift for N+

2 -implanted TiO2(110) can be explained in terms
of hole trapping effects (see above) since O2 photodesorption is
a hole-mediated processes (see Section 5). Other studies have re-
ported results on the electronic and/or physical structures of sin-
gle crystal TiO2 doped by N+

2 implantation [239,240,288], with
high surface Ti3+ concentrations detected with XPS as a result. As
shown in Fig. 1.15, Batzill et al. [239,240] observed formation of
high concentrations of (1 × 2) domains on R TiO2(110) in STM
and undefined protrusionswith increased surface roughening on A
TiO2(101) as a result of N+

2 implantation and subsequent annealing.
These authors concluded that high concentrations of near-surface
Ti3+ resulted from a combination of sputtering and ion implanta-
tion, and that these becamemanifested on the surface as extended,
sub-stoichiometric defects. This effect was reversed by sputter re-
moval of the N-implanted region, resulting in a return of the nearly
perfect surface integrity after annealing. The impact of these sub-
stoichiometric regions on surface photochemistry has not yet been
explored. Batzill et al. also observed large regions of high contrast
in images of N-doped A TiO2(101) (Fig. 1.15(f)) that were not seen
in images of the clean surface (Fig. 1.15(g)). These authors specu-
lated that these high contrast regions in the doped surface might
arise frommodification of the TiO2 CB states (since their images are
from tunneling to the surface from the tip) by surface or subsurface
N dopants.

In an effort to prepare highly ordered N-doped films, Okato
et al. [291] used pulsed laser deposition from a mixed R and TiN
target to deposit N-doped A on the lattice-matched LaAlO3(100)
surface. Their films were deemed highly crystalline based on X-ray
diffraction (XRD), and exhibited a redshifted absorption threshold
with optimum N concentrations of 1–2%. XPS showed Nsub at
396 eV, but also a Ti–O–N species at 400 eV due to Nint or an
oxynitride phase. Significant defect formation was observed based
on XRD for N concentrations above 2%, with these films exhibiting
instability toward R formation. More recently, Chambers and
coworkers [244,248,322,360,361] extended the approach of Okato,
et al. by employed O2 plasma assisted molecular beam epitaxy
(OPAMBE) to the preparation of single crystal films of doped and
undoped TiO2. (More details on the utility of this approach in
preparing highly order oxide films on lattice-matched substrates
may be found elsewhere [362,363].) Using commercially available
R single crystals and lattice-matched single crystal oxides (LaAlO3
or SrTiO3), they were able to prepare highly ordered N-doped R
or A films, respectively. In both cases, the solubility limit of Nsub
incorporation was found to be ≤2%, in agreement with Okato
and coworkers. XPS showed the dopant to be N3− state (at 396
eV), presumably compensated by donor states incorporated during
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Fig. 1.15. STM images from annealed R TiO2(110) (a) and A TiO2(101) (c), and after N+

2 implantation (and mild annealing) into R TiO2(110) (b) and A TiO2(101) (d). High
resolution images in (e) and (f) show regions of the clean (with the unit cell indicated) and the N-doped A TiO2(101) surfaces, respectively, with a ball-and-stick model
shown in (g).
Source: Reprinted with permission from Batzill et al. [239].
© 2006, by the American Physical Society.
growth. Despite careful control of the growth conditions, p-typeN-
doped surfaces were never formed even under the most stringent
of oxidation conditions. This suggests that compensated N-doped
films were thermodynamically more stable, in agreement with
results from Di Valentin and coworkers [250,251,258,276]. Under
ideal N-doped conditions, a small Ti 3p feature was observed at
∼458 eV, shifted by ∼1 eV from the main Ti 2p feature. This
feature was not due to Ti3+, especially since a Ti3+ gap state
was not observed in ultraviolet photoelectron spectroscopy (UPS),
but instead was due to a Ti4+–N3− species. This assignment is in
agreement with results by Takahashi et al. [301] who prepared N-
doped R TiO2(110) by heating in flowing NH3 at 600 and 700 °C.
After annealing at 600 °C, they observed a N 1s feature at ∼396 eV
assigned to substitutional N3− and a broad Ti 2p feature at ∼458
eV (shifted from the main Ti 2p feature) similar to that seen by
Chambers and coworkers. The new Ti 2p feature was also assigned
to a Ti–N chemical shift andnot to Ti3+ since their UPS did not show
bandgap states typically seen if Ti3+ were present. In contrast,
preparation at 700 °C yielded an additional N 1s feature at∼399 eV
and evidence for Ti3+ in both XPS and UPS. Both groups observed a
slight extension of the VB toward lower energies in UPS indicating
new N states in the gap.

Chambers and coworkers [244,248,322,360] also performed
transmission UV–vis measurements on their N-doped films and
observed an apparent bandgap narrowing by ∼0.6 eV. Under
these conditions, EPR did not detect N-related spins, and only a
weak Ti3+ was observed for a homoepitaxial N-doped film on
R TiO2(110) likely resulting from the substrate itself. However,
the most useful structural information was obtained using MeV
D+ nuclear reaction analysis (NRA). When used in the channeling
mode, this technique is extremely sensitive to species residing in
non-lattice positions. Fig. 1.16 compares the channeling profiles
for collisions of D+ with lattice O (blue) and doped N (red).
These profiles are presented as a ratio of the NRA signal obtained
from a ‘random’ (non-channeling) direction for the purposes of
normalization. In the channeling direction (normal to the surface),
themajority ofMeVD+ ions passed through the 1mm thick crystal
with no collisions, however as the incident trajectory of the ions
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Fig. 1.16. Normalized NRA rocking curves from collisions of ∼1 MeV D+ with
lattice O (blue) and doped N (red) in a 500 Å homoepitaxial film of ∼2% N-doped R
TiO2(110). The 0.0° point corresponds to the surface normal. (For interpretation of
the references to color in this figure legend, the reader is referred to theweb version
of this article.)
Source: From Henderson et al. [360].
© 2010, Society of Photo Optical Instrumentation Engineers.

deviated from the surface normal by as little as 0.5°, the likelihood
of collision approached that of the ‘random’ orientation as the
beam traversed thewidth of the crystal. At a N dopant level of<2%,
the D+ NRA profile for N was essentially the same as that for O,
indicating that the N dopant resided in the same crystallographic
position as O. (The narrower profile for N suggests that the position
of N was slightly displaced from the ideal anion lattice position.)
In contrast, Fig. 1.17 shows that the D+ profile for both N and O
were significantly diminished when the N dopant concentration in
the ∼200 Å film was increased to ∼2.4%. These data suggest that
N resided substitutionally in R for N concentrations below ∼2%,
but non-substitutionally for someN as the concentration exceeded
∼2%. Commensurate with the degraded NRA signals, UPS showed
the appearance of a Ti3+ gap state, XPS showed a large Ti3+ 2p
signal, and surface orderwas lost in reflection high energy electron
diffraction (RHEED) images, all three suggestive of formation of a
disordered surface phase. Surprisingly though, theN 1s XPS feature
only shifted by ∼0.4 eV to higher binding under these conditions.
Taken in the absence of other data, this N 1s BE might be assigned
to Nsub sites, but clearly in this case (and possibly in others) the N
1s BE cannot be used as an indicator of the N dopant location as
previously thought. The transition from well-ordered, Nsub-doped
films to poorly structured and heterogeneously composed films
occurred in both R and A at N concentrations above 2%, suggesting
that the solubility limit of N in TiO2 is ∼2%.

The photochemistry of thesewell-characterized N-doped A and
R films grown by OPAMBE was explored by Ohsawa et al. [290,
322] using STM and photon stimulated desorption (PSD). As
a probe of hole-mediated activity, these authors examined the
photodecomposition of trimethyl acetate (TMA) on ∼1% N-doped
R TiO2(110) and A TiO2(001) single crystal films. (As indicated
above, at thisN concentration thedopantwas only in substitutional
sites and compensated by Ti3+ donor states in the form of
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Fig. 1.17. Normalized NRA rocking curves from collisions of ∼1 MeV D+ with
lattice O (blue) and dopedN (red) in a 500 Å homoepitaxial film of∼2.4% N-doped R
TiO2(110). The 0.0° point corresponds to the surface normal. (For interpretation of
the references to color in this figure legend, the reader is referred to theweb version
of this article.)
Source: From Henderson et al. [360].
© 2010, Society of Photo Optical Instrumentation Engineers.

N3−.) The upper portion of Fig. 1.18 shows CO2 PSD signals
resulting from UV photodecomposition of TMA on undoped R
TiO2(110) and on various levels of N-doped R TiO2(110) films. The
photodecomposition of TMA with UV light was nearly completely
suppressed byN-doping in R TiO2(110), and no visible light activity
was observed despite the fact that the film was shown to absorb
in the visible [244,248]. In contrast, the lower portion of Fig. 1.18
shows that the UV activity for A TiO2(001) was onlymildly affected
by N-doping. This N-doped A TiO2(001) film showed nearly the
same photoactivity per incident photon in the visible as in the
UV. While the PSD techniques provided a ‘global’ assessment of
the influence of N-doping on the photoactivities of R TiO2(110)
and A TiO2(001), STM was used to provide a local perspective on
the influence of N-doping. As shown in Fig. 1.19, TMA molecules
were clearly discernible on the ridge-and-trough reconstructed
structure of A TiO2(001) [175]. Progressing through images labeled
‘b’ to ‘f’, the STMdata of Fig. 1.19 clearly shows that TMAmolecules
decomposed on the N-doped A TiO2(001) surface during visible
light irradiation. The kinetics for removal of TMA based on the
local picture derived from STM were consistent with the ‘global’
measurements derived from PSD, providing a consistent picture
of the hole-mediated activity of the N-doped A TiO2(001) surface
with visible light. Ohsawa and coworkers proposed that while
the structural integrity and electronic properties of N-doped R
TiO2(110) and A TiO2(001) were similar (for N concentrations
below 2%), the difference in photoactivity likely resulted from
differences in the hole trapping/detrapping and neutralization
rates in the two N-doped polymorphs. (Note from Fig. 1.18 that
the ‘per-molecule’ activity of undoped R TiO2(110)was higher than
that of A TiO2(001), suggesting that the differences in activity in the
doped films was not due to VB or CB effects, but due the N dopant
states.) These data suggest that hole trapping and detrapping rates
along the ⟨001⟩ direction of A were unaffected by N substitution
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Fig. 1.18. CO2 photodesorption traces from UV and/or visible light exposures to
adsorbed TMA on R TiO2-xNx(110) with various ‘x’ levels of substitutional N-doping.
(b) Comparisons of TMA photodecomposition rate constants (k) as a function of
the level of N-doping into R TiO2(110) and A TiO2(001). (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)
Source: Reprinted with permission from Ohsawa et al. [290].
© 2009, by the American Physical Society.

for O, but that hole trapping and neutralization were promoted in
R TiO2(110) by N-doping. These data also suggest that trapping and
detrapping rates are critically important in anion-doped TiO2, and
that strong anisotropic behavior in the rates of hole mobility exists
in the different polymorphs of TiO2.
Co-doping

Although much confusion still exists regarding the structural
and photochemical properties of doped TiO2, numerous groups are
exploring the general properties of co-doped TiO2 [222,272,274,
364–374], particularly with more than one cation or anion doped
into the lattice, orwith a cation and anion co-doped into the lattice.
The behavior of self-compensation of anion dopants in R and A
(see above), suggest that the electronic structures of co-doped
TiO2 can be manipulated with cation doping to achieve desired
activities. The objective in many of these studies is to advance
the material engineering of TiO2 by altering the optical properties
through specially designing trap sites for both electrons and holes.

2. Charge transport and trapping

In order for photon absorptivity in a semiconducting photocat-
alyst to translate into surface photoactivity, generated charge car-
riersmust reach the surfacewith high probability and be stabilized
at the surface for electron/hole transfer processes (and not for re-
combination events). This situation invokes questions about how
charge carriers move through a lattice to a surface. What are the
relative timescales for charge separation, thermalization, transport
and trapping? What are the typical charge trapping surface sites
and should trapping at the surface be considered to be good or bad?
Literature on these and other related questions will be reviewed in
this section.

2.1. Exciton transport and trapping

Bandgap excitation of TiO2 should result in separated charge
carriers in order to be of use from a photocatalytic or photoelectro-
catalytic perspective. While the majority perspective in the litera-
ture is that photocatalysis is best understood in terms of electron
transfer events involving ‘independent’ charge carriers (i.e., sepa-
rated CB electrons and VB holes), the properties of excitonic states
are not understood well enough to exclude their influence, par-
ticularly in nanoscaled materials. Excitation of A TiO2 is typically
thought to pass through an excitonic state (where the electron
is bound as a quasi-particle by the hole) prior to charge sepa-
ration. Not much is known about the relationship between the
excitonic properties and the photochemical properties of TiO2.
Luminescence is perhaps the most commonly used approach to
studying excitons in TiO2 (see below). Characterizations of exciton
thermalization, lifetimes, transport kinetics, trapping and quench-
ing are all difficult tasks. There is also the added complication of
singlet to triplet conversions in excitonic states [375].

Excitons in A are generally thought to be ‘self-trapped’ [101,
110,114,118,119,167,376–381,381–384]. Exciton self-trapping in
A stems from a large lattice relaxation in the excitonic state that
hinders quenching or charge separation [110]. In bulk A,Murakami
et al. [101] have shown that the self-trapped exciton is stable
from 5 to 200 K, and does not exhibit photoluminescence above
200 K (probably due to recombination). Watanabe and coworkers
[381–383] suggest that the self-trapped state in A is preferentially
generated with excitations near the A bandgap threshold, whereas
self-trapping is less likely with supra-bandgap energies because
the excess energy is above the self-trapping energy gain. Carrier
separation in A appears to occur predominately during thermal-
ization. In contrast, excitons in R are considered ‘free’ [114,118];
that is, the lattice site at and around the exciton is not sufficiently
altered by the exciton so that its creation generates its own, lower
energy, trapping site. One explanation for this is that the size of the
exciton in R is much larger than the lattice unit cell, so lattice dis-
tortions areminimal and charge separation or recombination takes
precedence.

As a consequence of the different excitonic properties of A and
R, exciton quenching is more frequently radiative in A and almost
exclusively non-radiative in R (see below). These characterizations
apply to the ‘bulk’ situation; it is expected that the surfaces and in-
terfaces of A and R should provide different environments. For ex-
ample, Zou and coworkers [167] found that the photoluminescence
of self-trapped excitons in A nanoparticles could be stabilized to
room temperature through the influence of a stearate ‘coating’ on
the nanoparticles. Their results support the idea that suitable in-
terfacial dipole layers can be used to stabilize excited states on the
surface of A. In the R case, Nilius and coworkers [385] found evi-
dence for radiative decay of excitons (generated via energy transfer
events from de-excitation of plasmons in supported Ag nanoparti-
cles) on reduced R TiO2(110)with near-bandgap energies (Fig. 2.1).
In these experiments, an STM tip was used to excite plasmons in
supported Ag particles, and photon emission was probed as an in-
dicator of de-excitation processes. While, no emission signal was
detected on the clean TiO2(110) surface, addition of Ag resulted in
emission intensity that increased with the Ag particle size but did
not shift in energy as one would expect for the particle size depen-
dence of the Ag plasmon energy. Nilius and coworkers interpreted
this to be a consequence of energy transfer from the excited Ag par-
ticles to the R TiO2(110) surface where recombination resulted in a
constant energy of emission (at and below the R bandgap energy).
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Fig. 1.19. STM images of: (a and a’) the clean A TiO2(001) surface, (b and b’) the same surface with a saturation coverage of TMA at 300 K, and (c) the surface in ‘b’ after a
visible light exposure of ∼5.6 × 1020 photons cm−2 . Images ‘d’, ‘e’ and ‘f’ are the same as ‘a’, ‘b’ and ‘c’, except for 1% N-doped A TiO2(001). (A ball-and-stick model of the
reconstructed A TiO2(001) surface is shown in the upper right.)
Source: Reprinted with permission from Ohsawa et al. [290].
© 2009, by the American Physical Society.
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Fig. 2.1. Photon emission spectra from variously sized Ag clusters on reduced R
TiO2(110) obtained by injection electron stimulation (−10 or−100 V bias and 2 nA
current) of the clusters. Inset shows STM image of Ag on R TiO2(110).
Source: From Nilius et al. [385].

There do not appear to be any examples in the literature
in which excitonic energy in A or R resulted in direct energy
transfer to an adsorbate or supported material. In concept, an
exciton may transfer its energy directly (e.g., via phonon coupled
quenching) across the TiO2 interface. Particularly on A, where
a radiative diagnostic exists, it should be possible to follow the
fate of excitonic energy to learn the extent to which this form of
energy transfer (in contrast to electron transfer) plays a role in
photocatalysis on TiO2.
2.2. Charge separation and thermalization

The majority of excitation events in ‘ideal’ TiO2 generate
charge carriers that must be spatially separated in order to be
used in electron transfer processes. These charge carriers are not
(initially) in their lowest energy state when created, but rapidly
‘thermalize’ to their respective band edges, as discussed below.
In this section, charge separation and thermalization processes in
TiO2 are reviewed as critical components in charge transport.
Charge separation: A variety of approaches exist in the photocat-
alytic literature for promoting charge separation in TiO2. In general,
these approaches employ either an interfacial (e.g., a heterojunc-
tion or supported charge trap) or a bulk (e.g., a dopant) charge trap-
ping agent specifically designed for separating one carrier from the
other. TiO2 surfaces, themselves, can also be thought of as charge
trapping agents (e.g., see the work of Tamaki et al. [386]). Details
concerning the chemical and structural methods for promoting
charge separation are discussed in Sections 6 and 7. This section
considers the general issue of charge separation in un-modified
TiO2. The roles that surfaces have in stabilizing (trapping) sepa-
rated charges will be discussed below, in Section 2.4. A key issue
in charge separation relates to the energy of the charge carriers
formed from the excitation event. ‘Hot’ electrons and deep holes
are more likely to separate than charge carriers generated with
near-bandgap energy light [382]. Conversely, higher temperatures
can negate the charge separation effectiveness of some trapping
sites (e.g., see work of Berger et al. [387]). Also, the DOS at the en-
ergy of the charge carrier affects mobility (see below). The high
dielectric constant of TiO2 greatly assists in separation as point
chargesmoving away from each other become screened from their
counter charges by the lattice. An imposed electric field [388,389]
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can also assist in charge separation, just as establishment of a space
charge region can.

Charge thermalization: In an ideal scenario, all excitation energy
invested into generation of charge carriers would be made
available for redox chemistry. The higher the potential energy of
the electron (hole) the more reductive (oxidative) capability there
is. Being able to tune a carrier’s energy could be useful in promoting
desired electron transfer reactions. For example, a given photon
energy in excess of the TiO2 bandgap could be used to selectively
generate shallow VB hole states and ‘hot’ electrons high in the TiO2
CB with high reductive power, or (conversely) make deep VB holes
(with high oxidative power) by excitation to the TiO2 CB edge. In
reality, charge carrier thermalization is rapid. The ‘excess’ potential
energy is lost to the lattice via strong coupling with phononmodes
and there is no potential for taking advantage of specificity in
the absorption event. A deeper understanding of charge carrier
thermalization could provide insights into means of utilizing the
energy of ‘hot’ electrons and deep holes before thermalization
occurs.

Methods for following the thermalization of CB electrons are
fairly common. For example, electron thermalization rates can be
obtained by monitoring the dynamics of charge injection from an
optically excited sensitizer. Such photodynamic studies provide
detailed information into the thermalization of ‘hot’ electrons in
the TiO2 CB. For example, Gundlach and coworkers used 2PPE to
track electron injection thermalization from two dyes adsorbed on
R TiO2(110) [390,391]. Fast initial decay of the 2PPE signal resulting
from thermalization of the injected electron occurred on the 10
fs timescale. The thermalization process may not be as rapid in
nanoparticles based on work by Turner et al. [392] who used time-
resolved terahertz spectroscopy to monitor the photoconductivity
of CB electrons injected into P-25 from an adsorbed R535 dye
excited with 100 fs pulses of 400 nm light. They found that
injected electrons thermalized to the CB edge on the ∼300 fs
timescale. Similarly, van de Lagemaat and Frank [393] found
evidence for non-thermalized electron transport in porous TiO2
coated electrodes, particularly for electron injected into particles
near the surface of the collecting electrode. For charge injection
at particles in contact with the electrode, ∼80% of the injected
electrons were not completely thermalized before transfer to the
collector.

Measurements of hole thermalization in TiO2 come mainly
from direct bandgap excitation studies (since optically initiated
‘hole injectors’ are not available that readily couple with the
TiO2 VB). In band-to-band excitation studies, hole thermalization
in the VB is accompanied by electron thermalization in the CB
making it difficult to differentiate the two processes. Nevertheless,
several groups have proposed that hole transfer [394–398] or hole
trapping [386,399,400] can precede hole thermalization in TiO2.
For example, Grela and coworkers [396–398] were among the
first to consider whether hole transfer (to an adsorbate) could
compete on the same timescale with hole thermalization in the VB
of TiO2. For example, these authors examined the rate of salicylate
photooxidation on suspended TiO2 nanoparticles (≤5 nm) as a
function of excitation energy to show that higher Q (quantum
yield) values resulted from higher excitation energies. In another
study, the Q values for 3-nitrophenol photooxidation were shown
to be greater for higher energy photons (see Fig. 2.2). These results
were also consistent with this group’s use of action spectroscopy
to follow ‘hot’ hole oxidation of various aromatic molecules on
colloidal TiO2 [397].

Other groups have used time-resolved techniques to track hole
thermalization in TiO2. Morishita et al. [394] used changes in
transient reflectivity (on the 110–690 fs timescale) to show that
hole transfer to adsorbed SCN− involved non-thermalized holes in
Fig. 2.2. Quantum yields for photooxidation of 3-nitrophenol over suspended TiO2
as a function of ‘excess photon energy’ (defined as the photon energy in excess of
the TiO2 bandgap energy).
Source: Reprinted with permission from Grela and Colussi [398].
© 1999, American Chemical Society.

the TiO2 VB. Similarly, Tamaki et al. [386,399,400] used transient
absorption spectroscopy (with excitation at 266 or 355 nm) to
track electron and hole trapping lifetimes in nanocrystalline films
of A (particles of ≤20 Å). Based on their assignments of the
optical properties of trapped holes, they proposed that in some
cases hole trapping preceded hole thermalization by up to 100
ps. Using a transient grating technique, Shen and coworkers [401,
402] found that hole thermalization in A was a first order process
occurring on the picosecond timescale. This technique, however,
is not charge carrier specific. The authors attributed the fast
relaxation component of their observed signals to VB holes based
on assumptions regarding the relative effective masses of VB holes
and CB electrons.

2.3. Charge transport

The concepts of charge diffusion and mobility are macroscopic
properties associated with motion in a concentration gradient and
an applied field, respectively. In contrast, charge transport (or
charge ‘‘hopping’’) can be thought of as a site-to-site phenomenon
deriving meaning from the local properties of the ‘sites’. In
this section, studies of the transport of point charges in TiO2
will be reviewed to provide a better understanding of surface
photocatalytic processes on TiO2.

2.3.1. Carrier effective mass
An integral part of charge carrier transport in a semiconductor

is the effective mass of the carrier (relative to that of a free
electron), with the EMA method [403,404] often employed as a
convenient tool in such descriptions. To the extent that carriers
can be treated as semi-classical particles, the larger the effective
mass of the particle, the more localized it is and the less likely
it is to move from lattice site to lattice site. Charge carrier
effective masses are frequently used to determine the influence
of nanoscaling on the optical properties of TiO2 [113,124–127,
405–411]. For example, the work by Kormann et al. [125] is
a much-cited reference for experimental-derived effective mass
values in A. The EMA is not without its critics. Monticone and
coworkers [137] point out that the EMA appears to break down
when dealing with nanoscale particles, and its usefulness for
determining carrier effective mass values or changes in optical
properties is limited. Similarly, Serpone et al. [136,412] indicate
that confusion in the TiO2 literature regarding the effective mass
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values for electrons and holes is largely due to questionable use
of the EMA. Experimentally, care must be taken in determining
effective masses in TiO2 because of trapping effects. Theoretical
estimates based on the degree of curvature at the bottom/top
of the CB/VB obtained from DFT calculations provides a more
reasonable, single-particle perspective of the effective mass of
a charge carriers in TiO2 (for example, see work of Thulin and
Guerra [413]). With these issues as backdrop, this section reviews
literature estimations of charge carrier effective masses in TiO2.

Electrons: Many reports modeling carrier dynamics in R utilize
effective mass values for electrons (me) obtained from other
studies. Actual measurements for ‘free’ CB electrons in R can be
dominated by the character of electron trap states. Yagi et al. [414]
determined the me of the electron trap state in slightly reduced,
single crystal R using resistive and Hall measurements. At oxygen-
deficient levels between3.7 and13×1018 cm−3 (i.e., between6 and
20 parts per 100,000), point defects in R that described the donor
character of the material were comprised only of interstitial Ti3+
based on the author’s EPR measurements. The me value of these
donor electrons at temperatures below 20 K was ∼7–8 m0, with
significant anisotropy in exhibited in the lattice. For example, the
me value along the ⟨001⟩ direction was 2–4 times the electron rest
mass (m0), but roughly 10–15 times m0 along ⟨100⟩ directions.
As the crystal temperature was raised above 50 K, Yagi et al.
found that the me values of the donor state in R increased further
due to increases in phonon scattering. In agreement with these
results, Hendry et al. [415,416] examined the diffusion (as opposed
to transport) of electrons in porous R films. They found that the
effective mass of electron polarons (essentially trapped electron
states) in R was 3–10 times larger than that of the ‘free’ electron
effectivemass. Both free and trapped electrons showed anisotropic
diffusional behavior, with values of the diffusion coefficient being
greater along the ⟨001⟩ direction. In response to an applied electric
field, the ‘mobility’ of electrons in porous TiO2 was several orders
of magnitude less than that in bulk TiO2 due to screening of the
electric field locally by the porousmedia, as well as due to trapping
and lattice anisotropy effects. Given that electron trapping in R
occurs on the sub-picosecond time scale (see below), it seems
likely that electron effective mass measurements of free electrons
in the R CB may be complicated by trapping.

The situation in A is less clear. Tang et al. [110] estimated an
me of ∼m0 for the shallow donor level in A, which they ascribed
to band-like (metallic) conductivity. In contrast, these authors
indicated that conductivity in R was through excitations of small
polaronic states (see below), resulting in me values of ∼20m0
(based on references in [110]). Their assessment of me in A being
∼m0 is consistent with measurements by other groups [417,418]
for thin A films and byDFT theory [413], although one report places
me > 10m0 for A [127]. As yet, there appear to be nomeasurements
reported on high quality single crystal A.

Holes: In general, the effective mass of a hole in R is thought
to be less than that of the CB electron [2], however there are
few determinations available for holes in R. Several groups have
assessed the effective mass of a hole in A, with the EMA being used
in each case. For example, Toyoda and Tsuboya [113] estimated
a hole effective mass of 0.01m0 in A nanoparticles, a value
they attributed to delocalization of the hole over the A particle.
However, this was done by assuming me = m0. Kormann
et al. [125] calculated an mh of 2m0 (assuming that me = 9m0)
based on a blueshift of 0.15 eV in the absorption threshold for 2.4
nm diameter A particles. Enright and Fitzmaurice [127] estimated
mh to be 0.8 ± 0.2m0 for A using a similar approach.

Thulin and Guerra [413] recently calculated the impact of
lattice strain (as might be encountered in nanoscaling of TiO2
or in mixed-phase situations) on the electronic properties of A.
Fig. 2.3. Calculated electron and hole effectivemasses as a function of compressive
(+) and expansive (−) lattice strain in anatase.
Source: Reprinted with permission from Thulin and Guerra [413].
© 2008, by the American Physical Society.

They found that the A bandgap increased with compressive lattice
strain. The opposite was seen for an expansive strain. In terms
of effective mass, Fig. 2.3 shows that the authors’ calculations
predict that the electron effective mass should be fairly flat with
+/− lattice strain (at ∼0.7mo), but that the hole’s effective
mass should be very sensitive to compressive strain, resulting
in greater localization and potentially more recombination. In
contrast, expansive strain (negative values in Fig. 2.3) caused
the hole effective mass to minimize at ∼1.7mo. Based on these
findings, Thulin and Guerra proposed that engineering tensile
strain (‘expansive strain’) into TiO2 materials should lower the
bandgap and increase photoefficiencies.

2.3.2. Electron transport
The issue of CB electron transport in TiO2 is of significance to any

photochemical process that utilizes electrons injected into or ex-
cited to CB states. Electron transport is of particular importance in
dye sensitized solar cell (DSSC) applicationswhere an excited elec-
tron is transferred from an anchored dye into the CB of TiO2 and
traverses many TiO2 unit cells (and often across many TiO2–TiO2
interfaces) to a collector [392,393,419–452]. Because the perfor-
mance of such devices can be limited by electron transport, many
groups have examined the transport of electrons through various
forms of TiO2, including nanoporous films of A particles [393,423,
424,429,438,441,442,445,449–451,453–462], nanoporous films of
mixed polymorphic TiO2 (e.g., P-25): [392,430,443,446,463–470],
miscellaneous amorphous or undefined TiO2 films [421,422,427,
433–435,444,471,472], and R single crystals [109,415,473,474].
Considerable work has been invested in theoretical and kinetic
modeling of electron transport [419,420,425,426,428,431,432,436,
437,439–442,444,445,447,448,452,471,475–477]. There is much
debate in the literature as to how electron transport in TiO2 de-
pends on trapping and detrapping processes [392,393,435,440,
446,449–451,456,468,478–483], as well as to the chemical and
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structural (electronic and physical) properties of TiO2 surfaces.
Trapping is most frequently considered as a surface or interfacial
phenomenon. In DSSC applications, where there are no VB holes in
TiO2 (the hole is on the dye), electron trapping is generally viewed
as an undesired event. In contrast, electron trapping in band-to-
band excitation events (i.e., redox photocatalysis) can be consid-
ered as a favorable event if it facilitates charge separation.

Measurements of an electron ‘drift’ velocity in TiO2, done by
Salafsky [470] for a mixed-phase sample, provide a value of ∼4 ×

103 cm/s. Estimates of thermal velocities of CB electrons in TiO2
based on an assumedme value of∼10m0 are roughly two orders of
magnitude faster [392,423,426], illustrating that electron transport
in TiO2 may be limited by sample-related (e.g., interfaces) issues.
The behavior of electron transport in nanoporous networks
will be different than in crystalline nanowires/rods, which will
be different than in single crystals. With the exclusion of
amorphous TiO2 materials, the existence of surfaces and interfaces
become key limiting factors in influencing electron transport.
Electron transport in porous TiO2 was initially thought to be
controlled by trapping and detrapping processes. For example, de
Jongh and Vanmaekelbergh [468] used modulated photocurrent
spectroscopy to study electron transport in nanoporous electrode-
coated films of P-25 using 350 nm light to excite carriers.
Analysis of their data suggests that transport was limited by
electron trapping and detrapping in surface states on particles
or at the boundaries between particles. Similarly, Wahl and
Augustynski [449] proposed that electron transport through
porous TiO2 networks used in DSSC applications was facilitated
in early stages of illumination by a ‘‘self-doped’’ insulator-to-
conductor transition in TiO2 resulting from electron trapping.
These authors estimated that the electron number density needed
for this self-doping to occur was ∼1019 cm−3, with charge
compensation coming fromadjustment of the cation concentration
in the Helmholtz layer about each particle. For P-25 with a mean
particle size of 25 nm, this corresponded to a change in the cation
charge at the surface of only ∼1013 cm−2 or a few percent of a
monolayer (ML).

van de Lagemaat and Frank [482] initially characterized
electron transport through porous TiO2 networks by a trapping/
detrapping model involving a distribution of surface trap states
because of an observed power lawdependence in the photocurrent
(i.e., the collection rate increased as the∼2.6 power of the injected
electron concentration in TiO2 films). More recently, Frank and
coworkers [393,450,451] have shown that electron transport in
nanoporous TiO2 films does not fit a trap model because a photon
flux dependence was not observed in the activation energy (Ea)
for transport (which varied from 0.19 to 0.27 eV depending
on the sample preparation). Their Ea values for transport were
consistent with values from other groups [446,456,484]. (The
need for thermal activation is also seen indirectly through the
influence of temperature on the back-electron transfer (i.e., from
the surface back to the ionized dye) rates, which are higher at
low temperatures [433].) One would expect that the Ea values for
electron transport would vary with the trap occupancy, with the
deeper traps being preferentially filled at low injection currents,
but this was not observed. Instead, Frank et al. [393,450,451]
proposed that structural disorder in their porous films (particularly
at interfaces) had a greater influence on electron transport than
did the trap population energy distribution. One way to interpret
this conclusion is to say that the integrity of TiO2–TiO2 interfaces
and the degree of circuitous transport through a porous network
of interfaces both play a greater role in electron transport than
doesmany trapping/detrapping cycles. This conclusion is mirrored
in time-resolved terahertz spectroscopy measurements by Turner
et al. [392] for injected electrons from R535 dye into P-25. They
observed fast short-range transport of electronswithin particles. In
contrast, long-range transport (particle-to-particle) was hindered
by disorder in their films and not by trapping/detrapping
processes.

Other groups have also found that the ‘trapping/detrapping’
model was inadequate in describing electron transport in TiO2.
Boschloo and Hagfeldt [446] examined electron transport in
TiO2 P-25 films sensitized with a Ru-based dye. In agreement
with Frank’s group, they found that electron transport into TiO2
was thermally activated with Ea values of ∼0.1–0.15 eV. A
trapping/detrapping model based on an exponential distribution
of trap sites (as a function of trapping energy) did not fit their
data. Instead, they proposed that models are needed that take
into account localized barriers between connecting particles,
electrostatics associated with high electron concentrations per
particle and between electron and counter ions at interfaces, and
Fermi level pinning and unpinning effects. Other issues affecting
electron transport include the effect of electrolyte ‘drag’ on
electron transport (e.g., via ambipolar diffusion) [393,456,483] and
the presence of chemical species that initiate unwanted electron
transfer depletion (e.g., trace electron scavengers like O2 [461]).

The transport of electrons in the bulk of TiO2 is influenced
mostly by strong electron–phonon coupling [415]. Groups have
shown that anisotropy exists in electron transport in both R
and A, presumably reflected in the directional dependence of
this coupling. For example, the Batista group [447,448] modeled
electron transport in A TiO2(101) resulting from excited catechol
charge injection. Fig. 2.4 shows that the injected electron charge
was distributed into the bulk anisotropically, being faster along the
surface normal and the lateral ⟨010⟩ directions, but slower along
the lateral ⟨−101⟩ directions. Thermal fluctuations in the lattice
helped alleviate much of this anisotropy. Dupuis and coworkers
[475–477,485] examined the transport of electrons and holes in
bulk A and R using Marcus theory for polaron hopping (illustrated
in Fig. 2.5 for the electron case). Results from their modeling
efforts for electrons and holes in A and R are shown in Table 2.1.
They found that hole hopping in R was adiabatic with Ea values
roughly twice that for electron hopping. Lattice distortions around
the holes were more significant than those around the electrons.
Electron and hole hopping to the R TiO2(110) surface (from the
bulk) required higher Ea than in the bulk because the surface
tended to repel these charges, presumably due to a lower dielectric
constant of the interface compared to the bulk. Dupuis et al.
also predicted that electron hopping should be more facile in
R than in A, particularly along the R ⟨001⟩ direction, whereas
hopping in A (and other R directions) was more diabatic in nature.
This conclusion is consistent with 4-point probe measurements
performed by Byl and Yates [474] on the TiO2(110) surface.

2.3.3. Hole transport
At present, the best picture regarding hole transport in TiO2

is found from the theoretical Marcus transfer studies of Dupuis
and coworkers (see literature discussed above). On a macroscopic
scale, not enough is known about the relationship between hole
trapping andhole transport. Experimental studies of hole transport
in TiO2 are few, despite the obvious importance of holes in a host
of photocatalytic applications. Two tidbits of data shed some light
on this issue. First, as mentioned above, Grela et al. [396] proposed
that holes were transported to the surface of <5 nm TiO2 particles
without complete thermalization, suggesting that coupling to
phonons may not be as efficient as in the case with electrons. (This
is in contrast to results by Duzhko et al. [466] who suggest that
the diffusion coefficients for electron transport in the CBs of A or
R are generally greater than those for holes in the VB of either
polymorph.) Second, Lantz and Corn [486] used time-resolved
SHG to probe hole mobility in R TiO2(001) photoelectrodes. They
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Table 2.1
Tabulated kinetic parameters for electron (top) and hole (bottom) polaron hopping events along various crystal directions in R and A obtained from Marcus theory. Top:
reprinted with permission from Deskins and Dupuis [475]. © 2007, by the American Physical Society. Bottom: adapted with permission from Deskins and Dupuis [476].
© 2009, American Chemical Society.

Phase Direction 1G∗ (eV) κ Transfer mode ket (s−1) D (cm2/s) µ (cm2/V s)

Rutile [001] 0.09 1.00 Adiabatic 7.65 · 1011 1.35 · 10−3 5.24 · 10−2

[111] 0.31 0.02 Non-adiabatic 3.66 · 106 1.91 · 10−8 7.42 · 10−7

Anatase [100] 0.30 0.17 Non-adiabatic 3.68 · 107 2.71 · 10−7 1.06 · 10−5

[201] 0.30 0.45 Non-adiabatic 1.73 · 108 1.27 · 10−6 4.96 · 10−5

Phase/Direction
(see (476) for details)

1G∗ (eV) κ Transfer mode ket (s−1) D (cm2/s) µ (cm2/V s)

Rutile/A 0.55 0.00 Non-adiabatic 3.75 · 102 6.60 · 10−13 2.57 · 10−11

B 0.25 1.00 Adiabatic 1.41 · 109 9.22 · 10−7 3.59 · 10−5

C 0.16 1.00 Adiabatic 4.17 · 1010 1.32 · 10−4 5.13 · 10−3

D 0.25 1.00 Adiabatic 1.36 · 109 4.18 · 10−6 1.63 · 10−4

E 0.62 0.30 Non-adiabatic 2.13 · 102 3.45 · 10−13 1.34 · 10−11

Anatase/A 0.59 0.00 Non-adiabatic 2.04 · 10−4 3.25 · 10−19 1.27 · 10−17

B 0.51 0.00 Non-adiabatic 5.40 · 10−2 1.03 · 10−16 4.01 · 10−15

C 0.52 0.04 Non-adiabatic 1.43 · 103 4.14 · 10−12 1.61 · 10−10

D 0.17 1.00 Adiabatic 3.91 · 1010 4.77 · 10−5 1.85 · 10−3

E 0.59 0.69 Non-adiabatic 4.63 · 103 1.34 · 10−11 5.22 · 10−10
Fig. 2.4. Time-dependent survival probabilities of electrons injected into the A
TiO2(101) surface from excitation of bound catechol. Survival probabilities are
shown for electron trajectories along the (101) surface normal (blue), and in two
lattice directions, [−101] and (010), in the surface (red and green, respectively). (For
interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)
Source: Reprinted with permission from Rego and Batista [447].
© 2003, American Chemical Society.
observed an average timescale of 25 ps for hole diffusion from the
bulk to the surface that was independent of applied potential or
electrolyte conditions. From their measurements, they estimated
an average hole ‘drift velocity’ of ∼4 × 104 cm/s (assuming an
average depth-of-origin to be∼10 nm and that themotion of holes
was strictly normal to the surface). This value is roughly an order
of magnitude faster than the drift velocity of electrons in mixed-
phase TiO2 measured by Salafsky [470].

2.4. Charge trapping

Trapping and detrapping (of electrons or holes) are important
issues in electron transfer (to or from TiO2) and in charge stabi-
lization. The previous section highlighted some of the debate re-
garding the influence of charge trapping on charge transport in
TiO2. The field is still sorting out how these phenomena impact
photocatalytic performance. For example, trapping could be con-
sidered beneficial if it localized charge carriers at important elec-
tron transfer sites on TiO2 surfaces or if it promoted charge carrier
separation. Conversely, trapping could be considered detrimental
if trap sites were far from preferred electron transfer sites or led
to recombination. (Based on these contrasting arguments, similar
assessments could be made regarding detrapping.) Trapping ener-
Fig. 2.5. Schematic models for electron polaron hopping in a TiO2 lattice (left) and for the hopping event from the perspective of Marcus theory (right). Designations ‘qA ’,
‘qB ’ and ‘qC ’ correspond to the initial, final and transition state site configurations, with ΨA and ΨB representing the state descriptions of the initial and final, respectively.
The terms ‘λ’, 1G∗ and 2VAB refer to the reorganization energy, diabatic activation energy and electronic coupling factor, respectively. (The transition driving force, 1G°, is
not shown, but is the energy difference between the minima which ideally is zero.)
Source: Reprinted with permission from Deskins and Dupuis [475].
© 2007, by the American Physical Society.
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gies, if too large, could diminish the redox power of a charge carrier
or inhibit rapid transport. However, if the trapping energywere not
large enough any benefits of trapping would be inconsequential.
The trapping timescales and detrapping rates, resulting fromeither
thermal or non-thermal processes, also come into play. This section
attempts to provide some background to charge carrier trapping in
TiO2 to assist in clarifying the role of trapping in photocatalysis.

2.4.1. Electron trapping
Electron traps are believed to be localized in the TiO2 lattice

as Ti3+ sites, although the degree of localization remains unclear.
Topics discussed here include the trapping site, energy, kinetics
and concentration, and methods for detection of traps in/on TiO2.
Trapping energy: Electrons lower their energy by trapping. Reports
of the electron trapping energy of range between 0.1 and 1 eV [111,
487–491], consistent with photoemission results for electronic
defects on the surface of TiO2 single crystal surfaces [175].
The energies of surface electron trap states can be affected by
applied potential (in an electrochemical system) [492] by local
structure and dielectric properties [411] or by the presence of
adsorbates. The trapping event likely entails structural relaxation
that contributes to localization. Frequently, a distribution of
trapping energies is observed arising from an ensemble average of
different trap sites present [420,422,423,432,435,438,446,468,478,
493–501]. The lifetimes and reactivities of these will also depend
on the local properties. It is not well-understood what causes the
energy distribution in trap sites, but site heterogeneity appears to
be the most likely cause.
Trapping site: One means of identifying trap sites has been to
determine which sites gain the most stabilization by having
electrons localized in their unoccupied CB states. The general
consensus in the field is that electrons prefer trapping at the
surfaces of TiO2 (irrespective of the polymorph) [51,133,202,
488,492,493,502–516]. However, there are reports of electron
trap sites being located in the bulk [457,512–514,517–521],
and theoretical studies predict bulk (subsurface) trapping over
surface trapping [477,485,522,523]. Other theoretical work. [123]
proposes that the most stable electron trap sites should be under-
coordinated Ti cation sites located at surfaces. Studies by two
separate experimental groups [513,514] suggest that bulk electron
trap sites mainly arise from heat treatments and not from any
inherent structural property of an ideal bulk TiO2 structure.
Similarly, other groups suggest that electron traps occur at TiO2-
TiO2 particle interfaces [429,518,524] or at grain boundaries [525].
Pore size, which affects the electrostatics at pore walls, can have
a significant influence on electron trap stabilities based on work
by Planelles and Movilla [411]. These authors calculated the
dependence of nanopore sizes in semiconductors on their ability
to trap electrons using amodel that examines the self-polarization
induced charge stabilization at the pore walls for single electron
wavefunctions. For TiO2, they calculated that electron trapping
induced by nanopores occurred for pores <14 nm in diameter,
with the trapping stability dependingmostly on the pore diameter
and the chosen dielectric constant.

Based on Fourier transform infrared (FTIR) analysis, Szczepanki-
ewicz et al. [508,510] proposed that photoexcited electrons are
preferentially trapped at surface OH groups on TiO2. Fig. 2.6
shows the effect on the O–H stretching region as a result of
UV irradiation. Spectrum ‘a’ is of a partially dehydrated surface
and ‘b’ is after UV irradiation. The most noticeable effect is
the appearance of a sharp feature at 3716 cm−1 that was
assigned to an isolated Ti3+–OH−. These authors proposed that
Ti4+–OH− species were preferred as electron traps because
the trapping energy (∼0.5 eV ≈ 4000 cm−1) matched
the O–H stretching excitation energy. They also proposed that
Fig. 2.6. Effect of UV irradiation on the FTIR spectrum of P-25: (a) partially
dehydrated P-25 under vacuum, (b) ‘a’ after UV irradiation, and (c) difference
spectrum, ‘b’-‘a’.
Source: Reprinted with permission from Szczepankiewicz et al. [510].
© 2000, American Chemical Society.

the matching of the O–H stretching energy to the trapping
energy facilitated energy dissipation during the trapping process.
Luminescence measurements on A TiO2 nanoclusters [133] and
studies on single crystal R TiO2(110) [202,515] have also suggested
that electrons prefer surface OH groups as trap sites. Perhaps the
easiestmeans of differentiating between bulk and surface trapping
is by employing an electron scavenger, such as O2, to titrate off
the surface traps [51,202,488,492,503,506,508–511,513,515,517].
This, however, is not a fool-proof approach since one could argue
that the degree of delocalization in the electron wavefunction
associated with a subsurface trap could be sufficient to allow a
surface species (such as O2) to interact with a subsurface electron
trap state. Based on STM data for R TiO2(110), Wendt et al. [526]
recently proposed that subsurface charge associated with Ti3+
interstitial sites can be available at the surface to a degree sufficient
to promote O2 dissociation. The depth at which these electronic
states can no longer participate in surface chemistry not known.

The degree of electron localization in surface (and bulk) traps
remains an elusive issue, predominately because of the lack
of experimental probes to address this issue and uncertainties
associated with DFT methods. Recently, Minato et al. [527] used
STM to examine the electronic signature of surface defect states
on R TiO2(110). While the extent to which oxygen vacancy sites
on R TiO2(110) can be used as models for electron trap sites
remains to be seen, the similarities between their energies and
chemical reactivities make surface vacancies a reasonable model
for fundamental studies of electron traps. As shown in Fig. 2.7(a),
Minato and coworkers found that the ‘unoccupied’ electronic
states associated with vacancies were localized (to the extent
revealed by STM contrasts), but clearly appeared delocalized
when imaged by the occupied states (b). In the latter case, the
images correspond to tunneling from the surface (occupied states)
and show electron density on cation sites adjacent to vacancies.
Occupancy of the vacancy sites by OH groups did not significantly
change the degree of electron delocalization. These data suggest
that electrons confined in shallow donor sites at TiO2 surface sites
are delocalized.

The site preference for an excited (‘excess’) electron was
explored theoretically by Deskins et al. [485] using DFT + U
calculations on the R TiO2(110) surface. As shown in Fig. 2.8 (left),
these authors found that subsurface Ti sites were energetically
more favorable for trapping electrons than the Ti sites located
below bridging O sites (Ob), which were highly unfavorable for
electron trapping. Their results also found that deeper sites (≥2
lattice spacings down) were unfavorable and that surface five-
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Fig. 2.7. Constant current STM images from the R TiO2(110) surface at 78 K.
(a) Unoccupied state image (Vs = +0.6 V; It = 0.6 nA), and (b) occupied state
image (Vs = −1.1 V; It = 0.1 nA). Images on the left are 3.4×5.8 nm and those on
the right (from the boxes on the left) are 2.1×1.3 nm. Circles in ‘b’ indicate oxygen
vacancies in ‘a’.
Source: Reprinted with permission from Minato et al. [527].
© 2009, American Institute of Physics.

coordinate Ti4+ sites (labeled ‘Ti5c ’) were favorable trapping sites.
Similar calculations for hydroxylation of the Ob sites (Fig. 2.8, right)
did not alter the preference for subsurface cation sites but didmake
Ti cation sites below the OH sites slight more favorable as surface
traps.
Trapping time scale and trap stability:Much is known about electron
trapping in TiO2 from DSSC studies, where localization of a hole on
an anchored dye molecule permits examination of the behavior of
the injected electron in the TiO2 CB in the absence of a VB hole. One
of the major findings from studies using ultrafast spectroscopies,
is that the trapping timescale of an injected electron is quite short.
Most groups concur that trapping of an injected electron occurs on
a sub-picosecond time scale [111,386,399,488,512,528–534] and
possibly shorter than 100 fs [535] depending on the conditions.
These observations indicate not only rapid thermalization of the
injected electron within the CB, but also that the electron rapidly
finds and localizes in particular Ti 3d electronic states, which then
‘falls out’ of the TiO2 CB into a shallow donor state (see below).

While the trapping timescales are very short, many groups
have observed that the trapping lifetimes can be very long,
particularly in the absence of electron scavengers (such as O2).
Various research groups [133,488,495,506,508,509,536–540] have
determined electron trap lifetimes over a wide timescale (from
hundreds of picoseconds [488] to months [540]) as a result of
(intentional or unintentional) manipulation of hole scavenger
concentrations. For example, Peiró et al. [509] used ethanol
as a hole scavenger to study electron trapping in synthesized
nanocrystalline TiO2 films, and in films of commercial P-25 and
P-90 (which has smaller particles and greater A content than P-
25) with transient absorption spectroscopy. Fig. 2.9 shows that
in the absence of ethanol and O2, the transient signal at 800 nm
(associated with excitation of trapped electrons) had a long half-
life (∼25 µs), reflective of slow e−/h+ pair recombination at trap
sites. This is in agreement with an earlier conclusion by Rabani
et al. [538] that electron trapping competes well with e−/h+ pair
recombination even in the absence of a suitable hole scavenger.
Peiró and coworkers further observed that in the presence of
ethanol (but still no O2), electron trapping lifetimes were even
longer (∼0.5 s) (see Fig. 2.9). The oppositewas seenwithO2 present
but ethanol not present (not shown).

As mentioned above, the electronic state associated with sur-
face Ti3+ sites on single crystal TiO2 surfaces has been shown to
mimic the chemical properties of trapped electrons on TiO2 pow-
ders [199]. These Ti3+ sites are stable on single crystal TiO2 sur-
faces indefinitely at room temperature underUHVconditions [175]
(i.e., under the best controlled conditions that exclude the influ-
ence of scavengers). These observations highlight the ability of TiO2
surfaces to rapidly stabilize CB electrons in trap sites, and accounts
for why this material can sustain hole-mediated photochemistry
(e.g., organic photooxidation) in the absence of electron scav-
engers [202,515,541–543]. It would appear that TiO2 surfaces have
a built-in mechanism for dealing with excess electrons (charge)
when the electron scavenger concentration wanes or when scav-
enger access to the surface becomes temporarily blocked by other
adsorbates.
Fig. 2.8. Relative energies for electron polaron structures in R TiO2(110) resulting from addition of an excess electron. The colored scale and corresponding colored circles
are for specific trapping sites of the excess electron. Left: ideal surface; right: partially hydroxylated surface. The asterisks show the preferred trapping site in each case, with
the spin density profile of the associated Ti dxy state shown on the left. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)
Source: Reprinted with permission from Deskins et al. [485].
© 2009, American Chemical Society.
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Fig. 2.9. Transient absorption spectra (excitation at 337 nm and probe at 800 nm)
of excited electrons in nanocrystalline TiO2 films under anaerobic conditions at
various gas phase concentrations of ethanol (in N2).
Source: Reprinted with permission from Peiro et al. [509].
© 2006, American Chemical Society.

Electron detrapping: Electron detrapping [186,393,435,440,446,
456,468,478,484,498,539,544–547] is of importance in applica-
tions that rely on rapid electron transport (e.g., photovoltaic
applications). Detrapping of electrons can be viewed from two
perspectives: polaronic hopping, which can be envisioned as ‘trap-
to-trap’ hopping [475], and complete detrapping, which involves
conversion of a localized electron state to a delocalized (‘free’) elec-
tron. Detrapping can be initiated via thermal activation [440,446,
456,484,546], where the barriers are thought to be on the order
of 0.1–0.3 eV [446,456,484], or via non-thermal activation [186,
539,547], particularly by means of sub-bandgap light. In concept,
both polaronic hopping and CB detrapping should be accessible
thermally. At room temperature, thermal detrapping on TiO2 is
rapid, occurring at a rate of 108 events per sec based on sensi-
tization studies by van de Lagemaat and Frank [393]. In contrast
to thermal detrapping, non-thermal detrapping via optical excita-
tion will be governed by the optical properties of the trap state.
Shkrob and Sauer [539] found that electron detrapping in colloidal
A TiO2 resulted from either 532 nm or 1064 nm light. They ob-
served charge recombination as a result of optical detrapping on a
timescale faster than 3 ns (pulse width limited), with Q efficiencies
of 0.28 and 0.024, respectively. Interestingly, these Q values did not
match the relative absorption intensities at the respective wave-
lengths suggesting that not all absorption events at 1064 nm led to
detrapping. Beerman et al. [547] and Komaguchi et al. [186] also
showed that visible light absorption could enhance electron de-
trapping in TiO2. For example, in Fig. 2.10, Komaguchi and cowork-
ers tracked Ti3+ electron spin resonance (ESR — essentially the
same technique as EPR) signals for thermally reduced A (circles), R
(triangles) and P-25 (squares) during and after visible light irradia-
tion. In both theA andR cases, attenuation of the ESR signals to near
zero during irradiation was attributed to detrapping (since ‘free’
CB electrons give no ESR signal). The ESR signals then returned to
previous levels after the light was turned off. The exception to this
was P-25, where the ESR signal increased to a level greater than in
the initial case. Analysis of the spectral features led the authors to
conclude that electrons were detrapped from the A component of
P-25 and ‘retrapped’ on the R component (which happens to gives
more intense Ti3+ ESR signals than does A). Reduced P-25 exposed
to air (which removes surface Ti3+ sites but not bulk sites) showed
Fig. 2.10. Relative changes in the EPR (ESR) signals associated with trapped
electrons in anatase (circles), rutile (triangles) and P-25 (squares) resulting from
visible light irradiation in air.
Source: From Komaguchi et al. [186].

evidence for surface Ti3+ signals after irradiation, indicating re-
trapping of bulk electrons at surface sites.
Trapped electron detection: Many groups [5,140,186,387,457,
499,513,519–521,548–559] have used EPR (ESR) to detect and
characterize trapped electrons (and holes) on/in TiO2, with surface
and subsurface trap sites distinguished using chemistry (e.g., O2).
The spin state environments allow researchers to differentiate
between paramagnetic features associated with Ti (trapped
electrons) and O (trapped holes), as well as their populations
and reactivities. Although EPR is an extremely powerful tool
for characterizing trap states in TiO2, it is not convenient for
many researchers, for example, because of its low temperature
requirement of operation. Other techniques have been sought for
detection and characterization of trapped electrons in TiO2.

A number of groups have used optical spectroscopies for
detecting trapped electrons [51,386,399,488,489,506,528–531,
540,560–563]. The real challenge here is correlating absorption
events at specific wavelengths, which are typically very broad,
with specific sites in or on TiO2. Identification of the excited state
level of an optical transition is another challenge, as excitation of
a trapped electron could be via a polaronic excited state or into
a delocalized (CB) state. As illustrated by the schematic model of
Yamakata et al. [51] (Fig. 2.11), many of the authors above have
proposed two types of optical transitions for excited electrons:
those associated with ‘free’ CB electrons and those associated with
trapped electrons (which the authors depicted as being excited
into the CB, although localized excitations are as likely). Spectral
features ranging from the IR to the near-UV have been associated
with these transitions, with assignments made either by titrating
trapped holes or trapped electrons with appropriate scavengers
(e.g., organics or O2, respectively). Ikeda et al. [488] differentiated
optical transitions due to trapped holes from those of trapped
electrons resulting from band-to-band excitation of colloidal
TiO2 suspended in deaerated solutions using hole scavengers
(methanol or triethanolamine). These authors assigned transitions
at ∼600 nm to excitations of trapped electrons, in agreement
with other studies [506,528–531,563]. Other groups found that
trapped electrons resulting from injection or direct excitationwere
excited in the IR [51,560–562], a region of optical absorption
otherwise interpreted to ‘free’ CB electrons. For example, Fig. 2.12
shows optical absorption spectra of van’t Spijker et al. [560]
for electrons trapped in nanoporous A films following electron
injection fromvarious Ru-baseddyes. The broad absorption feature
above ∼1000 nmwas attributed to excitation of trapped electrons
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Fig. 2.11. Schematic illustration of possible optical transitions associated with
excited electrons following band-to-band transitions in TiO2 . (a) CB electrons and
(b) trapped electrons.
Source: From Yamakata et al. [51].

Fig. 2.12. Transient absorption signal as a function of probe wavelength following
excitation of dye sensitized TiO2 with 532 nm light.
Source: Reprinted with permission from van’t Spijker et al. [560].
© 2001, American Chemical Society.

and the absorption at ∼800 nm was due to the dye cation.
The authors used these data to characterizing the lifetimes of
the trapped electron and the dye cation. On the other hand,
Boschloo and Fitzmaurice [489] proposed that optical transitions
at ∼400 nm were more likely to involved trapped electrons.
Kuznetsov et al. [540] observed a broad absorption continuum for
trapped electrons that spanned the range from 350 nm to 2.5 µm.
Clearly better identification is needed of what these transitions
are (i.e., from what state to what state), as well as what they are
associated with (e.g., electrons or holes).

Not much work has been done on characterizing trapped
charges on single crystal TiO2 surfaces bymeans of their electronic
transitions. As mentioned above, EELS is both surface sensitive
and provides insights into optically excited transition by means of
similar selection rules for inelastic electron scattering [564,565].
As shown in Fig. 1.8, EELS analysis of the R TiO2(110) surfaces
shows band-to-band excitations above ∼3 eV, the R bandgap
region, and an intense feature at∼0.8 eV that tails into the bandgap
region [199,201,202]. The latter is due to excitations of Ti3+ centers
on the R TiO2(110) surface. It is important to keep in mind that
EELS, like optical spectroscopies, does not provide information
about the positions of initial and final electronic states, but only
the transition energies. The 0.8 eV energy values for the defect
state’s position relative to the Fermi level that is obtained from
photoemission [175,566] and the 0.8 eV EELS feature seen in
Fig. 1.8 are purely coincidental. The 0.8 eV EELS feature does not
correspond to excitations from Ti3+ sites into the TiO2 CB for two
reasons. First, the DOS at the CB edge is near zero, as seen by
the weak signal for band-to-band excitations at ∼3 eV, so there
should be little EELS signal at 0.8 eV based on photoemission.
Second, transitions to the CB from the trap state, if possible, would
result in a continuum of excitation energies from ∼1 to 5 eV
based on the electronic DOS in the CB (see Section 7). Instead,
excitation of surface Ti3+ on R TiO2(110) appear localized in energy
consistent with a polaron excitation model. These data show that
the surface optical transition intensity (as probed by specularly
scattered electrons in the EELS technique) of the defect state is
intense relative to band-to-band excitations. In agreement with
many studies, exposure of the surface to O2 oxidizes the surface
oxygen vacancies and removes the vacancy-related Ti3+ excitation
feature at 0.8 eV (see Fig. 1.8(d)). The population of trapped
electrons on the TiO2(110) surface, as gauged by the ∼0.8 eV
transition, has been shown to track the degree of hole-mediated
photochemistry on R TiO2(110), and was not susceptible to water
chemistry [199].

TiO2 trap capacities: The capacity of TiO2 surfaces to trap
photogenerated electrons is an important issue for photochemical
applications. The ability of TiO2 surfaces to trap high coverages
of electrons has a significant impact on sustaining photooxidation
rates under ‘lean’ oxygen conditions or when surfaces become
covered with strongly bound organics that block access of
oxygen [515]. Alternatively, surface traps can be viewed as electron
‘storage’ sites. To the extent that transport depends on trap filling,
then the number and energy of traps are both important. One of
the earliest studies on the electron trapping capacity by TiO2 was
done by Kormann et al. [125], who suggested that up to 10% of the
cation sites in a nanoparticle could be occupied as electron traps
when ethanol was used as a hole trap and O2 was absent. Similarly,
the Kanaev group [537,540,567,568] measured trapping capacities
of 7%–14% in TiO2 gels. Ikeda et al. [488] examined a variety of TiO2
powders under colloidal conditions, and measured the electron
trapping capacity usingmethylviologen (which readily reacts with
Ti3+ sites) in deaerated solutions rich in hole scavengers (methanol
or triethanolamine). With this approach only surface traps were
quantified. From analysis of the authors’ data, the coverage of
trapped electrons per unit surface area of each powder varied from
∼1 × 1013 to ∼3 × 1014/cm2. The authors also observed that
the maximum coverage of trapped electrons varied more with
particle size than with polymorph type, with the large particles
sustaining more charge per unit surface area than small particles.
This is in agreementwith results by Kopidakis and coworkers [502]
who showed that the electron trapping capacity in porous TiO2
films was proportional to surface area. In contrast, results by
Katoh et al. [505] showed that, after normalizing for surface area,
20 nm sized TiO2 particles trapped more electrons than did 300
nm particles. Wang et al. [516] have shown that the electron
trap populations on nanoporous A TiO2 vary with pH (indicating
surface trapping) from ∼4 × 1011/cm2 at pH = 4.7 to ∼5 ×

1013/cm2 at pH = 13. This is consistent with measurements by
Boschloo and Fitzmaurice [489] for electron trapping levels on
the surface of an A film of ∼3 × 1012/cm2. Berger et al. [387]
have shown that irradiation of A nanoparticles of ∼13 nm average
diameter resulted in ∼10 charge traps per nanoparticle with only
one electron–hole (e−/h+) pair per particle surviving to ∼298 K.
Two other reports [393,538] indicate that the electron trapping
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Fig. 2.13. Variations in the surface-to-bulk ratio of Ti3+ states in rutile powder
measured by EPR as a function of thermal reduction temperature.
Source: Adapted with permission from Jenkins and Murphy [514].
© 1999, American Chemical Society.

capacity of nanoparticulate TiO2 is on the order of one electron per
nanoparticle.

One way of considering relative electron trap capacities in the
surface versus the bulk would be to ask how the polymorphs of
TiO2 respond to reduction because, to some extent, a photogen-
erated trapped electron resembles reduction [175]. As shown in
Fig. 2.13, Jenkins and Murphy [514] used EPR and O2 titration to
show that the level of bulk Ti3+ sites (generated by vacuum reduc-
tion) in R exhibited an increase relative to the surface concentra-
tion as a function of heating in vacuum to >823 K. However, the R
surface still possessed ∼95% of the Ti3+ signal up to this temper-
ature. (Surface versus bulk Ti3+ signals were differentiated by O2
exposure.)While intriguing,morework is needed to verify the sim-
ilarities and differences between Ti3+ sites generated by vacuum
reduction with those formed when an excited electron becomes
trapped. Nevertheless, these data suggest that from a thermody-
namic perspective, R surfaces can stabilize more Ti3+ states than
can the bulk. In agreement with Jenkins and Murphy, numerous
studies on single crystal R surfaces have shown large capacities for
stabilizing reduction, particularly compared to the levels that can
be achieved in the bulk prior to the onset of bulk reconstruction
(see citations in [178]). It is well-known that the R TiO2(110) sur-
face can stabilize oxygen vacancy concentrations on the order of
10% or more [175,566]. Much higher concentrations of surface re-
duction have been achieved on R TiO2(110) during aerobic photo-
chemistry [202,515]. As yet, there does not appear to be examples
in the literature for electron trapping at A single crystal surfaces
under similar aerobic photochemistry conditions [542]. (See Sec-
tion 7 for discussion on the reducibility of A versus R surfaces.)

2.4.2. Hole trapping
Unlike the case of electron trapping studies conducted through

sensitization, there are no convenient means to inject holes into
the VB of TiO2. Still, much work has been invested toward under-
standing hole trapping during band-to-band excitation processes
because of its importance in understanding photocatalytic redox
processes on TiO2.
Trapping site: Numerous groups have explored hole trapping at
A and R surfaces [386,399,412,457,476,477,504,513,518–521,534,
549,552,559,569–572], particularly by means of hole scavenging
chemicals such as SCN−, organics or I−. EPR results by several
groups [457,518–521,549,552,559,570,571] indicate that the most
likely hole trap site is a surface Ti4+–O− site, where the hole
resides on an under-coordinated (surface) oxygen atom. However,
it is unclear what the preferred coordination of such a site should
be (e.g., bridged or oxo type). Thurnauer’s group [518,520,552]
examined hole trapping on the surfaces of P-25 and R using various
EPR techniques. They found that replacement of H in surface
OH groups with D did not change the observed O− lineshape,
but enrichment of the surface with 17O did, leading them to
conclude that holes did not trap at surface oxygen anion sites
that were protonated. Additionally, some groups have also found
evidence for subsurface hole traps [386,399,503,569,573]. Kerisit
and coworkers [477] performed electrostatic calculations on hole
(and electron) trapping at the unrelaxed R TiO2(110) surface.
Their results, shown in Fig. 2.14, suggest that holes preferred trap
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Fig. 2.15. Schematic model for possible optical transitions associated with a
partially occupiedmid-gap state in TiO2 . Conceptualized occupied VB (bottom) and
unoccupied CB (top) DOS are based on approximate maxima in each being ∼1 eV
below/above the respective band edges (see text).

sites in the near-surface region, as opposed to in the bulk or on
surface sites. (In contrast, electrons preferred subsurface sites.)
Their findings are consistentwith results by Shapovalov et al. [522]
using an ab initio embedded cluster approach.
Trapped hole detection: Compared to the case of trapped elec-
trons, there are fewer accounts regarding the optical properties
of trapped holes [386,399,402,412,504,534,569,574]. Although ab-
sorption events in specific spectral regions have been assigned
based on comparisons before and after exposure to hole scav-
engers, the exact nature of the optical transitions (fromwhat state
towhat state) is not known. Furube’s group [386,399,504,569] used
transient absorption spectroscopy and CH3OH as a scavenger to
track hole trapping in nanocrystalline films of A (comprised of par-
ticles ≤20 Å). They assigned the spectral region at ∼500 nm to ex-
citation events associated with trapped holes. Similarly, Yang and
Tamai [534] observed a broad transient absorption signal at ∼520
nm evolving immediately on excitation of colloidal A with a 200
fs 360 nm pulsed laser source. This absorption was assigned to ex-
citation of trapped holes because it was not observed if the hole
scavenger SCN− waspresent. Features in this spectral regime (∼2.5
eV) are difficult to assign because they can correspond to transi-
tions from themaximumDOS in the VB (∼1 eV below the VB edge)
to a gap state, as well as transitions from a partially occupied gap
state to themaximumDOS in the CB (∼1 eV above the CB edge), as
shown in the cartoon of Fig. 2.15. The latter transition would cor-
respond to excitation from a doublet O 2p state (O−) in the gap to
the CB. While this is optically allowed, it likely results in a highly
unstable O state. The former possibility would correspond to ex-
citation from the VB into the same O 2p gap, which may not be
optically allowed.

There are no studies quantifying the capacity of TiO2 surfaces
to trap holes or spectroscopic observations of trapped holes at
specific surface sites on a single crystal TiO2 surface. However,
Thompson andYates [573]were able to quantify hole trapdensities
in the near-surface region of a R TiO2(110) surface by varying the
photon flux and using O2 PSD as a gauge of the hole concentration
reaching surface (see Fig. 2.16). (PSD of chemisorbed O2 is a hole-
mediated process in which a hole neutralizes an adsorbed Oδ−

2
species resulting in neutral O2 and subsequent desorption; see
Section 5 formore details.) These authors observed two domains in
the relationship between the photon flux and the O2 PSD yield. At
low fluxes, they found that the O2 PSD yield was significantly less
than at high fluxes and proposed that this was due to preferential
trapping of holes away from adsorbed O2 molecules, presumably
in the subsurface. As the photon flux exceeded a critical threshold
(labeled in Fig. 2.16), the flux of holes reaching the surface eclipsed
that being trapped and the rate of O2 PSD increased. These authors
estimated a hole trap density of ∼2.5 × 1018 cm−3 (∼0.004%),
which is comparable to typical electron donor concentrations
in vacuum reduced R single crystals (see the work of Aono
Fig. 2.16. Dependence of the 18O2 photodesorption yield on the incidentUVphoton
flux for 18O2 adsorbed on the R TiO2(110) surface at 110 K.
Source: Reprinted with permission from Thompson and Yates [573].
© 2005, American Chemical Society.

et al. [575]). Although characterization of the actual hole traps was
not part of their study, these authors determined that the observed
hole trappingwas dynamic andnot static. That is, the hole trap sites
were readily regenerated via neutralization, allowing the trap sites
to participate in multiple trapping/neutralization events during
the course of the measurements. Studies on vacuum reduced A
TiO2 powder which show less surface hole trapping than with
unreduced samples suggest that these bulk traps are related to
reduced centers arising from vacuum processing [559].

The stability of surface trapped holes in TiO2 powders may
be different from that of the near-surface traps in R TiO2(110)
probed by Thompson and Yates. If the accompanying excited
electron is removed (with an electron scavenger), lifetimes on the
order of milliseconds to minutes have been estimated for holes
trapped at TiO2 surfaces in the absence of hole scavengers (static
trapping) [386,398–400]. EPR studies show that when the electron
is not scavenged, the surface trapped holes were stable up to∼180
K, abovewhich electron detrapping and neutralization occurs [457,
519,549,552].

Hole trapping on the surfaces of TiO2 appears to occur as rapidly
as does electron trapping. Yang and Tamai [534] estimated a hole
trapping timescale at the surface of colloidal A particles of ∼50
fs using transient absorption signal at ∼520 nm after excitation
at 360 nm. This transient feature was not observed if the hole
scavenger SCN− was present, indicating that trapping does not
compete well with electron transfer from SCN−. Similarly, Tamaki
et al. [386,399,400] estimated a hole trapping timescale of ∼200
fs for ‘hot’ holes resulting from band-to-band excitation at either
266 or 355 nm. The trapped holes then thermalized over the
next 100+ ps. As with Yang and Tamai, the presence of a hole
scavenger (in this case, CH3OH) precluded these observations.
Shen and coworkers [401] also found that the lifetimes of trapped
holes in R were longer than in A. These authors used a ‘lens-
free’ heterodyne (LF-HD) transient grating technique to follow
the lifetimes of charge carriers in A and R films constituted from
nanoparticles. This technique essentially monitors the change in
reflectivity of light resulting from generation of charge carriers
in the near-surface region. Fig. 2.17(a) shows that over 60% of
the initial transient signal (attributed to holes) attenuated in A
within ∼2 ps of excitation, but >95% of the same signal in R
persisted beyond 50 ps (Fig. 2.17(b)). Although the authors did
not provide some experimental details in their paper (e.g., the
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atmospheric conditions) and presented their data as normalized
signals (preventing quantitative comparisons between A and R),
their data clearly shows that charge carrier stability in their R films
exceeded that of A. Assuming their measurements were specific to
surface trapped holes, the findings of Shen et al. were consistent
with theoreticalwork byDeskins et al. [476]who predict that holes
should be more stable in R than in A.

2.5. Charge recombination

The all-to-common outcome of e−/h+ pair creation is recom-
bination. While this is an undesirable event in photoconversion,
much can be learned about charge carrier dynamics in TiO2 by
studying recombination. The two major outcomes of recombina-
tion are radiative and non-radiative energy release. The propor-
tion of radiative versus non-radiative recombination events in TiO2
is generally believed to be skewed toward the latter. The actual
proportion is difficult to assess because the extents of absorption
and recombination are not easy to determine. Additives such as
dopants, supported metal particles, or interfacial heterojunctions
have been employed by many groups to suppress (or even en-
hance) recombination. Details of these studies will be discussed in
Section 6.

2.5.1. Radiative
Radiative decay (photoluminescence) of excitation events in

TiO2 has been the subject of growing interest in the field [17,
101,110,114,117–119,132,136,377,379,383,384,412,576–590] be-
cause it reflects an avenue, albeit an unproductive one, in which
energy from light absorption is dissipated in TiO2. Photolumi-
nescence is generally at sub-bandgap energies due to carrier
relaxation (thermalization) and trapping. As a result, photolumi-
nescence events provide insights into the dynamics and struc-
tural properties of TiO2 in relation to thermalization and trap-
ping. Photoluminescence can also result from exciton quenching
(as opposed to charge carrier recombination). As shown in Fig. 2.18
[110], photoluminescence in A occurs at ∼2.3 eV (∼540 nm) via
decay of a self-trapped exciton [17,101,110,114,119,377,379,383,
384,581,582,587,591]. Surface modification or nanoscaling of A
can shift this emission energy (see Section 1). The more distorted
Ti–O octahedral structure in A facilitates exciton binding as op-
posed to the less distorted structure in the R lattice that favors
‘free’ excitons [114,118,119,582]. The R lattice is also slightly more
dense (4.25 g/cm3) than the A lattice (3.89 g/cm3) which some-
what contributes to inhibiting distortions in the former relative
to the latter. Self-trapped exciton photoluminescence in A has a
strong emission component in directions perpendicular to the c-
axis and weak component parallel to the c-axis [101,114,379]. The
timescale for photoluminescence in A is typically on the order of
nanoseconds [577,578], which reflects the self-trapping timescale
and the resulting stability of the self-trapped exciton. Using epi-
taxial films of A TiO2(001) on LaAlO3(100), Murakami et al. [101]
observed that photoluminescence from self-trapped excitons was
significantly quenched at sample temperatures above 200 K, sug-
gesting that recombination events at higher temperature became
non-radiative due to increased lattice motions. Bulk defects or
dopants in A have been shown to have an effect on the self-trapped
luminescence state [119,377,587], as one might expect. Surfaces
have also been shown to exert unique influences on the quench-
ing of excitons in A [577]. For example, Zhu et al. [588,589] ob-
served that surface sites on ∼4 nm diameter A particles associated
with−OHor−OCH2CH3 groups gave rise to luminescence at∼475
nm. Removal of these groups (e.g., by plasma treatment) resulted
in disappearance of the 475 nm feature. In another example, Yoon
et al. [591] showed that liposome templated A nanoparticles with
disk-like shapes exhibited the main luminescence at 420 nm, with
weaker features at 470 and 550 nm, indicative of three excitonic
states, all interface related. Changes in time-resolved fluorescence
of A nanostructures in various solid matrices (e.g., zeolites) result-
ing from thermal removal of OH/water suggests that emission is
from surface and/or interfacial features [133]. Systems with other
TiO2-related interfaces (with SiO2 [592] and supported Ag [385]
or Pt [162] nanoparticles) have also been shown to play a role in
photoluminescence following bandgap excitation of TiO2 indicat-
ing radiative recombination at those interfaces. These studies in-
dicate that surface structure and the presence of adsorbates on A
surfaces play an important role in guiding neutralization events to-
wards emission.

Photoluminescence in R TiO2 is not as well-studied as it is
for A. However, several groups have observed and explored this
issue. Defects, surfaces and impurities are the likely sources
of photoluminescence in R [577,579,580,584,585]. For example,
Nakamura et al. [584,585] have shown that photoluminescence at
single crystal R surfaces (namely, (100) and (110)) was observed
on atomically smooth surfaces, but not from surfaces that had
been photoetched (in HClO4). Fig. 2.19 correlates atomic force
microscopy (AFM) images for various surface conditions (left)
with the photoluminescence (right) from these surfaces. As-
received R TiO2(100) and TiO2(110) were rough ((a) and (b)
on the left) and exhibited little or no photoluminescence ((c)
and (d) on the right). After a mild HF etch, both ‘as-received’
surfaces became smooth with well-defined step structures ((c)
and (d) on the left) and exhibited photoluminescence signal ((a)
and (b) on the right) during potential controlled illumination
with 365 nm light. These observations may indicate that well-
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Fig. 2.18. Photoluminescence spectrum fromanA filmpreparedby reactive sputter
deposition.
Source: Reprinted with permission from Tang et al. (110).
© 1994, American Institute of Physics.

ordered sites or surface species (as in the A case) are key to
photoluminescence on R surfaces. Amorphous surface structures
may readily promote charge recombination events that do not lead
to photoluminescence. As such, time-resolved studies on single
crystal TiO2 surfaces that correlate emission and photochemistry
can provide unique insights into the dynamics of charge carrier
recombination relative to that of electron transfer.

2.5.2. Non-radiative
The vast majority of recombination events in TiO2 are believed

to be non-radiative in nature [111,112,140,386,400,412,457,488,
512,518,528–531,533,538,539,546,549,559,562,568,570,573,593–
602]. As suggested by the results of Nakamura et al. [584,585]
above, and as will be discussed in Section 7, the degree of crys-
tallinity in TiO2 plays a major role in promoting charge recom-
bination events. Because non-radiative recombination events are
difficult to directly detect, indirect measures such as the heat gen-
erated or the impact on charge carrier processes become the best
metrics. For example, Leytner and Hupp [111] used time-resolved
photoacoustic measurements to estimate that ∼60% of excita-
tion events in their colloidal A samples experienced recombina-
tion within 25 ns of excitation and that ∼150 kJ/mol of energy
was released (as heat) by these recombination events. (Band-to-
band, non-radiative quenching of all absorption eventswould have
corresponded to ∼310 kJ/mol of heat.) In contrast, radiative re-
combination events are not expected to contribute significantly to
heat generation. The two numbers (60% quenching and 150 kJ/mol
released) form a self-consistent picture that most recombination
events in their TiO2 samples were non-radiative in nature.

The issue at hand is not just the loss of charge carriers in
TiO2 due to recombination, but the details of the relationship
between recombination and the TiO2 structure. As in the case of
photoluminescence, surfaces, defects and impurities likely play
roles in promoting recombination. As yet, there do not appear
to be any systematic studies in the literature that correlate
actual recombination rates with the concentrations, locations
or types of recombination sites involved. There have been
correlations between charge carrier densities and recombination
rates [596,597], but these correlations do not directly provide
insights into the nature of the TiO2 recombination sites. Various
studies have probed the timescales and dynamics of charge
carrier recombination in TiO2 on a global scale. Recombination
events in colloidal or particulate systems span large timescales
[111,400,412,512,531,533,594]. Rationalizing a wide range of
recombination timescales starts with a better understanding of
the surface and bulk structural conditions, including the influence
of adsorbates and impurities. As an example, Rabani et al. [538]
found that in the absence of an electron scavenger (an adsorbate),
electron trapping competed well with recombination when the
level of e−/h+ pairs per particle was kept at ∼1, but greatly
favored recombination as the ‘density’ of pairs increased. They also
found that the presence of a scavenger decreased the amount of
recombination (as one would expect). These results are consistent
with what one would expect for the carrier concentration
dependence of the recombination process. Several studies [528,
531,533,599,603] observed 2nd order recombination kinetics,
as one would expect. However, there is some disagreement
on this issue. Grela and Colussi [604] used a random walk
diffusional model to described the rates of charge recombination
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Source: Reprinted with permission from Nakamura et al. [584].
© 2005, American Chemical Society.
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Fig. 2.20. EPR spectra from oxidized A nanoparticles (a), followed by: (b) UV
exposure at 90 K, and (c) subsequent heating to 298 K.
Source: Reprinted with permission from Berger et al. [559].
© 2005, American Chemical Society.

in competition with the rates of electron transfer (for electron
to O2 and for hole to an electron donor) occurring on an A
nanoparticle. They observed that the kinetics of recombination did
not follow a 2nd order process. Exciton annihilation is first order
but becomes 2nd order with rate asymptotically approaching a
t−1/2 dependence (characteristic of fractal kinetics) as a result of
the exciton–exciton proximity in promoting recombination. The
kinetics were still not second order if one carrier was strongly
trapped and the other was free. Tamaki et al. [400] observedmulti-
exponential decay kinetics which they attributed to a distribution
of diffusion-related rates influencing recombination.

Several studies have explored the relationship between surface
trapped charges and charge recombination. For example, Hurum
et al. [518] used EPR to characterize spin states generated from
bandgap irradiation of P-25. Based on their EPR observations,
they proposed that the majority of recombination events in P-
25 occurred at the surface or at the interfaces between particles
or phases. Most often recombination was the result of ‘free’
hole states reacting with electron trap states. Berger et al. [549,
559,570] also detected non-radiative decay of charge carriers
through the disappearance of trapped charges in EPR, specifically
during heating pre-irradiated TiO2 from 90 K to room temperature
(see Fig. 2.20). The activation energy required in this case for
recombination was associated with detrapping of a charge carrier
(most likely the electron) that enabled recombination. These
authors [570] also detected local temperature changes (on the
order of∼30K) in EPR due to energy released from repeated e−/h+

pair recombinations.
Other groups have examined the relationship between recom-

bination and the TiO2 particle attributes (such as surface area).
Du and Rabani [602] found that recombination rates did not de-
pend on particle size, per se, but on the surface-to-volume ratio
because the bulk density influenced absorptivity and the surface
influenced recombination. Using transient spectroscopy, Yamakata
et al. [593] estimated the probability of recombination within the
first 20 µs of excitation on various TiO2 samples. Fig. 2.21 shows
that the extent of recombination varied greatly from ∼10% to 100
% across samples. The variation in recombination had no appar-
Fig. 2.21. Magnitude of the initial transient IR absorption response (at 2000 cm−1)
versus percent absorption of a 10 ns pulse of 335 nm light exposure to various TiO2
nanoparticles samples (e.g., sample ‘TIO4’ is Degussa P-25) in vacuum.
Source: From Yamakata et al. [593].

ent correlation to surface area or phase composition. Instead, these
authors observed a correlation between the absorptivity and the
recombination rate, with highest absorbing samples having the
lowest recombination rates. Finally, Serpone et al. [412] found that
the kinetics for recombination depended on the number density
of e−/h+ pairs generated, in agreement with results of Rabani
et al. [538]. The recombination rates also varied with particle size,
but more accurately with the ability of O2 to access the surface and
scavenge electrons before charge recombination could occur. For
example, the recombination rate was ∼1 × 10−11 cm3/s in 2 nm
diameter A particles but ∼3 × 10−7 cm3/s in 27 nm particles. In
all, Serpone and coworkers found that ∼85% of excitation events
in their samples led to recombinations within the first 10 ns after
excitation. Katoh et al. [505] have estimated that the rate of e−/h+

recombination (∼5 × 10−13 cm2/s) in single crystal rutile was ∼4
orders of magnitude slower than the hopping rate, which suggests
that many hops precede recombination in an infinitely large, well-
ordered lattice. It seems likely then that charge recombination (in
rutile at least) is governed predominately by particle surfaces and
their inherent structural heterogeneity.

3. Electron transfer dynamics

In the context of heterogeneous photocatalysis, electron
transfer is an interfacial phenomenon between a surface and
a chemisorbed (or physisorbed) species. The interaction is
essentially a donor/acceptor (D/A) relationship initiated by a
photoabsorption event. This is not to say that other processes
(e.g., thermal reactions) are not also important, but that electron
transfer across the interface is at the heart of TiO2 photocatalysis.
Starting with the TiO2 VB and CB in mind, the common types
of electron transfer are illustrated in the cartoon of Fig. 3.1. The
first form considered in this section involves electron transfer
from a donor into the TiO2 CB (‘1’ in Fig. 3.1); the second (‘2’
in Fig. 3.1) involves hole transfer from the TiO2 VB to a hole
acceptor (i.e., electron transfer from an electron donor into a VB
hole state); the third (‘3’ in Fig. 3.1) is electron transfer from the
TiO2 CB to an acceptor; and the fourth (‘4’ in Fig. 3.1), which is
not commonly observed for TiO2, involves hole transfer from a
donor into the TiO2 VB (i.e., electron transfer from a TiO2 VB state
to an unoccupied state of an acceptor). The phrase ‘hole transfer’
implies electron transfer in the opposite direction and is used for
convenience in expressing electron transfer into vacated valence
states,whether it be in TiO2 or in an adsorbate. (While not shown in
Fig. 3.1, transfer processes involving gap states could be included,
although these generally involve dopants, defects or impurities.)
Two forms of electron transfer deal with excitation events in TiO2
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Fig. 3.1. Schematic illustration of four possible charge (electron or hole)
transfer processes involving TiO2 . ‘D’ and ‘A’ correspond to ‘donor’ and ‘acceptor’,
respectively.

Fig. 3.2. Electron transfer (ET) between adsorbed alizarin and R TiO2 showing
time-dependent variations in the initial state (labeled ‘ET’), as well as for adiabatic
and non-adiabatic ET processes. The inset shows the difference between the
adiabatic process (blue line passing through a transition state (TS)) and the non-
adiabatic process (red dashed lines involving transitions to/from non-ground state
configurations of the donor (D) and acceptor (A)). (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)
Source: Reprinted with permission from Prezhdo et al. [72].
© 2008, American Chemical Society.

(‘2’ and ‘3’) and two deal with excitation events in an adsorbed or
attached entity (‘1’ and ‘4’). These four forms of electron transfer
are discussed here with an emphasis on dynamics. Chemical
(mechanistic) evidence for electron transfer to and from TiO2 is
abundant in the literature, and is discussed in more detail in
Section 5. Examples discussed in this sectionwill involvemolecular
systems (for convenience), but there are numerous examples of
electron transfer dynamics across heterojunctions containing TiO2.
(For example, Evans et al. [605] observed that electron transfer
from excitation of CdS nanoparticles into TiO2 occurred on a∼2 ps
timescale.) Keep in mind also that not all electron transfer events
result in chemistry (i.e., bond-forming and bond-breaking events)
or involve ground state configurations. Finally, the phrase ‘electron
transfer’ is distinguished from the phrase ‘charge transfer’ because
the latter is frequently used in the literature in the context of
complexation, which is a ground state phenomenon.

3.1. Excited electron donor to TiO2 conduction band

The dynamics of electron injection from an electronically
excited dye molecule into the CB of TiO2 has become an in-
tensely studied phenomenon in the field of heterogeneous photo-
chemistry [71,163,164,198,390,391,447,448,494,497,511,532,535,
536,601,606–670]. The underlying utility of TiO2 (or other simi-
lar semiconductors) in dye sensitization is its ability to accept into
its CB excited electrons with high efficiency and transport these
Scheme 3.1.

electrons away from the sensitizer. In this situation, the molecu-
lar sensitizer is the ‘photocatalyst’, efficiently absorbing light and
generating charge carriers, and the TiO2 surface is the electron
acceptor, facilitating charge separation. While much discussion
in the literature has focused on optimizing the properties of the
dye and the redox couples, attention here will be on the prop-
erties of TiO2 as an electron acceptor. Coupling between the ex-
cited dye’s electronic structure and the TiO2 CB states is so strong
that injection yields approaching 100% have been measured for
many different dyes [610,612,622,623,631,633,636,638,640,652].
Another reflection of the strong coupling is that electron injection
typically occurs on the sub-picosecond timescale [390,494,601,
613,624,628,629,637,638,640,641,643,647,667,669], and in some
cases faster than 100 fs [163,198,391,532,536,606,607,609,617,
618,625,632,649–651,655,656,662,666]. The kinetics for injection
often compete well with those for thermalization of the excited
dye [649,656].

Themajority of DSSC work in the literature has been conducted
on high surface area TiO2 because these materials maximize areal
densities of dye and facilitate study under typical operational
conditions. However, several groups have examined electron
transfer between an excited dye and a single crystal TiO2
surface [116,390,391,626,633,655,671–674]. Schnadt et al. [655]
were one of the first groups to use the R TiO2(110) surface to
study the dynamics of electron injection, albeit in their case from
resonant core–hole excitation of adsorbed isonicotinic and bi-
isonicotinic acids rather than via visible light absorption. These
authors observed electron injection occurring in less than 5 fs.
More recently, Gundlach and coworkers used 2PPE to examine
electron injection from visible light excitation of a perylene
chromophore rigidly held with a ‘tripod’ anchoring system [390]
and from adsorbed catechol [391], both on the R TiO2(110). In
the perylene case, they observed two electron injection times
(∼700 fs and ∼7 ps) attributed to injection from two possible
adsorption geometries in which the chromophore was ∼0.75 and
1 nm (respectively) from the surface. From this example, the
adsorption state of the dye played a major role in the injection
dynamics. Dyes with chromophoric centers far from the surface or
isolated by non-conducting linkages exhibit slower injection times
(and slower back-electron transfer times). In the catechol case,
Gundlach et al. described the electron injection process as being
‘‘instantaneous’’ (i.e., on the 20 fs timescale of their initial 440 nm
pump pulse).

Electron injection into TiO2 from excited dyes has also been
the subject of numerous theoretical modeling efforts [72,447,448,
614–616,630,639,642,644,648,653,654,661,664,665]. One of the
main aims in these studies has been to accurately described
the electron transfer in terms of adiabatic versus non-adiabatic
characteristics of transfer (see Scheme 3.1). For example, Stier and
Prezhdo [654] performed molecular dynamics (MD) simulations
of both adiabatic electron transfer (in which the excited system
‘relaxes’ on the timescale of electron transfer) and non-adiabatic
electron transfer (in which electron transfer is fast compared to
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relaxation of the excited system) between excited isonicotinic acid
(adsorbed as isonicotinate) and the unreconstructed A TiO2(001)
surface. They determined average electron transfer trajectories of
∼40 and ∼19 fs for the adiabatic and non-adiabatic contributions,
respectively. Their simulations indicated that the non-adiabatic
process dominated at short times, but became less important at
longer times, as one might expect. The result of both, though,
was a complex, multi-exponential profile for electron injection.
Similarly, the Batista group [447,448] simulated electron transfer
in the catechol — A TiO2(101) system using quantum mechanical
MD and ab initio DFT MD simulations. They determined electron
transfer timescales on the order of 6 fs timescale, and found
that thermal fluctuations in the A lattice provided variations
in the initial state that increased the rate of electron transfer
by opening up non-adiabatic pathways, similar to that shown
by Stier and Prezhdo. Perzhdo’s group [72,615,616] has also
shown fast injection (∼8 fs) from alizarin to R TiO2(100) using
ab initio MD simulations, but occurring predominately through
adiabatic pathways, as shown in Fig. 3.2. Non-adiabatic electron
transfer through the lowest energy excited state of alizarin was
unique (in its ‘slowness’) in this case because it involved a
singlet excited state positioned roughly at the R CB edge. In this
situation, thermal fluctuations in the lattice had only a minor
impact on increasing the injection rate. Their results of fast
injection and predominately adiabatic transfer were consistent
with experimental findings on the alizarin-TiO2 system [625].
Finally, Nilsing et al. [639] calculated electron injection rates for a
series of perylene derivatives adsorbed on R TiO2(110) using the
Newns–Anderson approach in which lifetimes were determined
from the broadening of dye unoccupied states resulting from
interactions with the TiO2 CB continuum. These authors found
that rates were faster for carboxylate-anchored dyes than for
phosphate-anchored dyes. Aliphatic spacers between the anchor
and the dye tended to decrease the injection rate.

Aside from localized excitations in adsorbed dyes, there is also
the possibility of excitation (and subsequent electron transfer into
TiO2) of charge transfer complexes that result fromdye adsorption.
However, it is not altogether straightforward to determine if such
complexes exist and if their excitations (as opposed to excitation
of an inherent local transition in the dye) contribute to electron
injection. Taking the alizarin-TiO2 system as an example, both
Ramakrishna et al. [675], and Shoute and Loppnow [657] proposed
that a charge transfer complex between alizarin and the TiO2
surface formed on adsorption and excitation of this complex led to
the observed electron injection. The latter authors estimated that
the TiO2 nanoparticle surface used in their studies experienced the
majority of the observed reorganization energy (∼0.32 eV total)
that resulted from this process based on a fluorescence Stokes
shift seen after excitation. In contrast, Huber et al. [625] used
femtosecond transient spectroscopy to examine electron injection
in the alizarin-TiO2 system. They characterized the transfer as
adiabatic and not resulting from excitation of a charge transfer
state but from a localized dye excitation event.

Electron transfer processes between catechol and TiO2 were
attributed to excitation of a charge transfer complex. This is shown
in Figs. 3.3 and 3.4 from thework ofWang, et al. [670] for excitation
of catechol adsorbed on TiO2 nanoparticles. Fig. 3.3 shows the
optical absorption spectra of catechol alone (a), of catechol
chelated to a Ti4+ complex (b), of suspended TiO2 nanoparticles (c),
and of catechol adsorbed on TiO2 (d). The prominent absorption
feature at 400 nm, absent in the pure catechol or TiO2 cases,
but present in the complex, was assigned to excitation of a
catechol-TiO2 charge transfer state. In Fig. 3.4, the recovery of
the catechol-TiO2 electron transfer bleach (at ∼400 nm) and the
optical absorption feature associated with the injected electron
(at ∼600 nm) are shown to mirror each other as a function of
Fig. 3.3. UV–vis spectra for aqueous solutions of (a) catechol, (b) Ti(catechol)2−3 ,
(c) suspended TiO2 nanoparticles, and (d) catechol adsorbed on suspended TiO2
nanoparticles.
Source: Reprinted with permission fromWang et al. [670].
© 2003, American Chemical Society.

Fig. 3.4. Difference spectra from transient absorption of catechol adsorbed on
suspended TiO2 nanoparticles as a function of delay time after a 400 nm excitation.
Source: Reprinted with permission fromWang et al. [670].
© 2003, American Chemical Society.

time, illustrating both the timescale for electron injection (sub-
picosecond) and that of the back-electron transfer process. The
dynamics of excited charge transfer states frommolecular systems
on single crystal TiO2 surfaces have yet to be explored.

Finally,Willig et al. [647,648,668] have shown that the coupling
of electronic states between an excited dye and its cationic
state can be as important in influencing electron transfer as the
coupling between the dye and the TiO2 CB states. These authors
prepared vibrationally-hot and relatively long-lived (compared to
the excited singlet lifetimes) wavepackets of anchored perylene
chromophores attached to A nanoparticles. As shown in Fig. 3.5(C),
the authors observed step function changes in the electron transfer
probability over time from excitation of the ‘wavepacket prepared’
dye. These results suggest that the excited wavepacket moved
in and out of optimal phase overlap with the electron transfer
product state (the dye cation), an effect thatwas translated into the
injection process. Memory of the wavepacket was also retained in
subsequent excitation events of the ionized dye. The TiO2 surface
may have a role in this overlap, for example, by influencing the
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Fig. 3.5. Schematic illustration of electron transfer from an excited donormolecule
into the continuum of empty electronic acceptor states in the CB of TiO2 . Two
different DOS are shown in (A). Constant DOS gives a smooth rise in the formation
of the product state (upper curve C), strongly energy-dependent DOS leads to a
stepwise increase (lower curve in C) indicating pulsed electron transfer due to curve
crossing effects during the periodic motion of the vibrational wavepacket in the
donor state (B).
Source: Reprinted with permission from Zimmermann et al. [668].
© 2001, American Chemical Society.

potential energy surfaces of the excited and cationic states of the
dye.

Dynamics studies on electron transfer processes in dye sensi-
tized TiO2 reveal that the coupling of electronic states between ex-
cited state molecules and the TiO2 CB ‘continuum’ are strong and
that transfer processes between the two are fast. In some cases,
back-electron transfer processes (see Section 3.3 below) are also
fast, but in almost all cases the ‘continuum’ takes over in ther-
malizing the transferred electron so that the process is not tran-
sient. While the transfer events associated with these systems are
tailor-made for ultrafast dynamic studies (i.e., dye chromophores
with well-known optical properties, strong adsorption energies
and the ability to spectroscopically track the injected electron), re-
sults from studies on this type of electron transfer event on TiO2
providemotivation for conducting similar detailed dynamics stud-
ies on other types of transfer events occurring on TiO2.

3.2. Electron donor to TiO2 valence band hole

Photooxidation on TiO2 involves electron transfer from a fairly
low DOS electronic state on an adsorbate to a more-or-less
localized VB hole state generated in TiO2 by a band-to-band
excitation event. The properties of DSSC systems that make them
so amenable for exploring electron transfer dynamics (Section 3.1)
are largely absent in the other electron transfer categories explored
in this review. Consider, for example, that with excitation of
adsorbed dyes (which have fairly well-defined ground and excited
states) one is dealing with light absorbers with fairly well-
understood optical and electronic properties, that the photon
energy is being absorbed exclusively in a fairly well-understood
spatial region near the surface and that the electron transfer event
can be followed dynamically both in terms of the transferred
electron and the resulting dye cation. In contrast, both VB hole
photooxidation (this section) and CB electron photoreduction
(Section 3.3) stem from band-to-band transitions in TiO2 resulting
in carriers with a broad range of (carrier) energies, generated
at ill-defined depths near or at the TiO2 surface, and which
are complicated to follow from either end of the event. As an
example of such complications, several studies have questioned
the accepted notion that charge carriers completely thermalize to
the band edges before transfer (see Section 2.2). Thus, transfer
can potentially involve a myriad of states at potential energies
different from that of the band edges. Another requirement for
being able to follow electron transfer dynamics in photooxidation
is the ability to probe optically or chemically on the timescales
of the transfer event. As will be seen below, there are not many
photooxidation studies that have accomplished this task. Yet
the electron transfer events of interest in this section (and the
next) constitute the fundamental focus for much of the TiO2
photocatalytic applications.

Thiocyanate (SCN−) has been the most effective adsorbate for
probing the dynamics of hole transfer events on TiO2 [394,528,534,
676,677], although no UHV studies of this system have been pub-
lished to date. One of the early dynamical studies of SCN− photoox-
idation on TiO2 was done by Colombo and Bowman [528]. These
authors utilized femtosecond diffuse reflectance spectroscopy to
probe hole transfer from P-25 under both suspended and dry con-
ditions. As shown in Fig. 3.6, they found that electron transfer from
adsorbed SCN− to a VB hole in TiO2 occurred on the picosecond
timescale, which inmany caseswasmuch faster than the timescale
for charge recombination (see Section 2.5). Data in trace ‘a’ (no
SCN− present) provided a baseline for carrier recombination life-
times. The decay curve under this conditionwasmuch slower than
that when SCN− was present (‘b’ and ‘c’). This indicated that holes
were able to readily diffuse to the nanoparticle surfacewithout sig-
nificant recombination and that the ‘efficiency’ of TiO2 as a hole
transfer photocatalyst had asmuch to dowith the electron transfer
process at the interface as it did with carrier transport issues. Sim-
ilarly, Yang and Tamai [534] found that adsorbed SCN− enhanced
the transient absorption signal from trapped electrons on the pi-
cosecond timescale. As shown in Fig. 3.7, the transient signal from
excited electrons rose sharply after excitation of TiO2, but decayed
slowly above ∼0.5 ps due to recombination events. In contrast,
when SCN− was added to scavenge holes, the transient signal for
excited electrons did not decay, indicating the hole transfer process
occurred on a similar timescale. Other groups have reinforced this
conclusion. Morishita et al. [394] observed that electron transfer
from adsorbed SCN− to non-thermalized VB holes in TiO2 occurred
on a 110–690 fs timescale, with the magnitude of the total tran-
sient reflectivity signal integrated over time being proportional to
the loss of SCN− concentration in solution. Similarly, Furube and
coworkers [676] observed two timescales for hole transfer to ad-
sorbed SCN−, one that was sub-ps and another that was longer
than 100ps. The formerwas possibly due to transfer involving non-
thermalized holes and the latter was assigned to holes trapped far
from adsorbed SCN− groups that presumably diffused to (or were
otherwise brought into close proximity to) SCN− groups at some
later time. Although the chemistry occurring after electron trans-
fer is not well-explored, it is likely that the electron transfer event
in the SCN− case is not reversible based on work by Morishita and
coworkers, and that the immediate product of the reaction is likely
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Fig. 3.6. Effect of SCN− concentration ((a) 0 g/L, (b) 30 g/L and (c) 100 g/L) on
e−/h+ pair recombination in TiO2 probed by transient absorption (pump at 310
nm and probe at 620 nm). (Top: data, bottom: simulation of data.)
Source: Reprinted with permission from Colombo and Bowman [528].
© 1996, American Chemical Society.

the dimerized anion (SCN)−2 , formed from reaction of a radicalwith
an unreacted SCN− [677].

These studies on hole transfer from TiO2 to SCN− set a
benchmark of sorts for the dynamics of hole transfer reactions
in TiO2 photocatalysis. That is to say, when hole transfer times
in adsorbate–nanoparticle TiO2 systems are observed to be much
longer than picoseconds, then the hole transfer dynamics are likely
more responsible than are hole hopping dynamics in explaining
the observed kinetics. The ability of an adsorbate to capture and
retain a VB hole becomes the key factor. A few examples of this
principle can be found in the TiO2 literature. Rabani et al. [538]
used transient visible light absorption to probe electron transfer
dynamics on packed films of 5 nm TiO2 particles. They observed
that hole transfer to I− (which converted to the dimerized anion
as in the SCN− case) occurred on the 10 ns timescale with little
effect on the decay profiles of the excited electrons (probed at 600
nm) associated with electron trapping. In contrast, these authors
observed that adsorbed alcohols (methanol or isopropanol) tended
to trap holes for recombination rather than for electron transfer
chemistry. Other groups have observed fast electron transfer to
adsorbed alcohols. For example, Tamaki et al. [400] observed
electron transfer from trapped holes in TiO2 over a wide timescale
depending on the alcohol (from ∼100 ps for methanol to ∼1
ns for ethanol and ∼3 ns for isopropanol), as shown in Fig. 3.8.
Similarly, Shkrob et al. [572] examined hole transfer to diols
and carbohydrates bound to TiO2 nanoparticle (∼4.6 nm). These
events occurred on the timescale of the 355 nm laser pulse width
employed (3.3 ns), with up to 60% of the generated holes reacting
rather than recombining. Shkrob and Sauer [539] also found that
glycerol scavenged roughly half of the holes generated by 355 nm
light within ∼3 ps, with most of the rest either reacting over the
next 200 ns or remaining unreacted. Finally, Tachikawa et al. [678]
observed hole transfer to adsorbed 4-phenylbenzoic acid on TiO2
Fig. 3.7. (A) Transient absorption signals measured at 500 nm from 365 nm
excitation of suspended A TiO2 nanoparticles: (a) with and (b) without 0.3 M SCN−

present in solution. (B) difference spectra of ‘a’ minus ‘b’. The sharp feature in both
panels at time ‘0’ is the instrumental response of the ∼0.2 ps pump pulse.
Source: From Yang and Tamai [534]. Reproduced by permission of the PCCP Owner
Societies.

Fig. 3.8. (A) The transient absorption spectrum following 355 nm excitation of
A TiO2 nanocrystalline films. (B) Transient absorption signal at 400 nm following
355 nm excitation of TiO2 nanocrystalline films exposed to air and to different air-
saturated solutions.
Source: Reprinted with permission from Tamaki et al. [400].
© 2006, American Chemical Society.

(P-25) on a timescale below 100 ns, with decay of the resulting
radical cation over ∼5 µs by an unspecified pathway.

Based on these studies, it is fair to ask why UV photooxidation
on TiO2 is generally viewed as inefficient? The answer would
appear to lie not in the ultimate limits of hole transfer rates,
which the single electron transfer SCN− examples show to be fast
and efficient, but in the realization that in any overall reaction
process requiring many transfer events, each to uniquely different
species, that not all steps will be as fast and efficient as SCN−

photooxidation. In this sense, each electron transfer event in a
photooxidation process will be governed by the properties of the
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electron donor–VB hole relationship. A key challenge to the field
will be identifying and improving the slow and inefficient steps.

As yet there are no examples of studies associatedwith electron
transfer dynamics in photooxidation reactions on single crystal
TiO2 surfaces. However, recent work by Sporleder et al. [679]
on photodesorption of O2 from the R TiO2(110) surface provide
unique insights into a different aspect of photodynamics on
TiO2 not currently addressed by the studies discussed above,
that being the issue of energy partitioning as a result of
electron transfer. Sporleder et al. employed time of flight (TOF)
techniques to explore the velocity distribution of photodesorbing
O2 molecules as a result of band-to-band excitation in TiO2.
O2 molecules can be chemisorbed on R TiO2(110) via a charge
transfer reaction from Ti3+ sites to form (nominally) O−

2 surface
species. Photodesorption is believed to proceed from a hole-
mediated reaction that neutralizes these O−

2 species, resulting
in O2 molecules that find themselves on the repulsive section
of the physisorbed potential energy surface, leading to prompt
desorption. (More details on O2 photodesorption from R TiO2(110)
are found in Section 5.) The extent to which these photodesorbing
O2 molecules retain this energy in departing from the surface
reveals insights into the dynamics of the hole transfer event.
Fig. 3.9 show TOF velocity (bottom x-scale) and energy (top x-
scale) distributions resulting from O2 photodesorption at various
surface temperatures. The data show a large thermalized feature,
reflective of the surface temperature, and two translationally
‘hot’ channels of O2 photodesorption (centered at ∼1750 and
∼950 m/s). Oxygen molecules in these latter two channels depart
from the surfacewith∼0.2–0.5 eV of kinetic energy and reflect two
unique forms of adsorbed O2 (nominally assigned to O2 molecules
in vacancy and non-vacancy sites). All three channels were shown
to occur via substrate-mediated processes. Although these data
do not address the internal energy of the desorbing O2 molecules
(i.e., their vibrational and rotational distributions), the data do
show that energy partitioning after hole transfer can provide
useful information into the types and number of different events
occurring during hole transfer.

3.3. TiO2 conduction band to electron acceptor

The dynamics of photoreduction involve coupling of a CB
electron to acceptor states on an adsorbed species. The coupling
has to be strong (and energetically down-hill) in order to prevent
back-electron transfer to thehigherDOS in the TiO2 CB. An example
of this is seen in the photochemistry of alkyl halides onR TiO2(110).
Stair, Weitz and coworkers [680–683] have shown that bandgap
excitation of TiO2 leads to electron attachment to these adsorbed
molecules, but does not result appreciable photodecomposition
(as seen in the gas phase). Instead, rapid back-electron transfer to
the surface occurs followed by photodesorption of the alkyl halide
via the so-called Antoniewicz mechanism [684]. This process is
illustrated in Fig. 3.10. Starting in the neutral state (and following
the dashed lines), electron attachment causes a Franck–Condon-
like transition to the (excited) ion state, whose potential energy
minimum is situated closer to the surface. As the newly formed
(metastable) ion relaxes toward the surface, it becomesneutralized
by back-electron transfer. The neutral molecule then finds itself on
a repulsive region of the potential energy surface for adsorption
with sufficient energy to break the adsorption bond and desorb.
The potential energy surfaces of the ion and the molecule, as well
as the lifetimes of the ionized state, will influence the extent of
energy retained after neutralization.

While there are many examples in the literature of studies that
focus on the mechanistic details of photoreduction on TiO2 (see
Section 5), there are comparatively few photodynamics studies
involving a photoreduction process. The difficulty lies in the
Fig. 3.9. Velocity distributions of O2 PSD (using 298 nm light) from a reduced R
TiO2(110) surface pre-exposed to 80 L of O2 at 100 K followed by different thermal
treatments: (a) at 100 K, (b) heated to 260 K and recooled to 100 K, (c) heated to
and held at 200 K, and (d) heated to and held at 260 K. Solid lines correspond to
the flux and depletion corrected experimental data, and dashed lines are calculated
Boltzmann distributions at the corresponding measurement temperature. Inset
shows a plot of the mean translational energies of the ‘‘slow’’ velocity component
as a function of the surface temperature.
Source: Reprinted with permission from Sporleder et al. [679].
© 2009, American Chemical Society.

Fig. 3.10. Schematic model of the Antoniewicz model for excitation-induced
desorption from surfaces. The vertical dashed arrow corresponds to the initial
charge transfer event, placing the adsorbate on an ‘‘ionized adsorbate’’ potential
energy surface. Prompt re-neutralization back to the ‘‘neutral’’ adsorbed potential
energy surface results in the adsorbate retaining sufficient kinetic energy (‘KE’) for
desorption.
Source: Reprinted with permission from Antoniewicz [684].
© 1980, by the American Physical Society.

unavailability of convenient molecular markers that are sensitive
(on an ultrafast timescale) to electron attachment. One such
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Fig. 3.11. Transient absorption spectra following various delay times after 390 nm
excitation of suspended A nanoparticles in water at pH = 10 with (solid lines) and
without (dotted lines) 0.7 M MV2+ present.
Source: From Asahi et al. [506].

molecule available to colloidal systems is the methyl viologen
divalent cation (MV2+) [506,685–687]. Asahi et al. [506] found
that following bandgap excitation, electron transfer from TiO2
to MV2+ adsorbed on colloidal A occurred on the picosecond to
nanosecond time scales, as shown by appearance of the 605 nm
absorption feature of MV+ in Fig. 3.11. These timescales are much
longer than the electron trapping times in TiO2 (see Section 2.4),
suggesting that MV2+ reduction likely involved trapped electrons
and not free CB electrons. In agreement with these conclusions,
Martino et al. [558] used Fourier transformed EPR to track the
kinetics of MV+ radical cation formation from electron transfer
to the MV2+ dye. Their studies, utilizing either direct bandgap
excitation or CB sensitization (with coadsorbed coumarin 343 dye),
indicated that electron transfer to MV2+ was via trapped electron
states on TiO2. Assuming rates of photoreduction of MV2+ that
are reflective of typical electron transfer processes from TiO2 (in
general), the dynamics of electron thermalization and trapping
can be viewed as being much faster than electron transfer in this
case. The question then is whether the photodynamics associated
with MV2+ reduction is typical or anomalously slow compared
to other photoreduction processes on TiO2. In other words, how
effectively does electron transfer compete with electron trapping?
This is potentially a critical issue influencing the photoreducing
power of TiO2. The reduction potential is then defined not by the
CBminimum energy but the energies of electron trapping states at
TiO2 surface [500].

A more detailed understanding of the dynamics of elec-
tron transfer from the TiO2, potentially addressing the trap vs.
CB issue, can be obtained from a wealth of information in-
volving back-electron transfer events in molecular sensitiza-
tion studies [163,164,433,493,494,496,497,507,532,545,601,608,
609,618,621,624,650,662,667,670,675,688–696]. Typically, back-
electron transfer in the DSSC setting is viewed as detrimental to
solar light harvesting, but the dynamics of such events provide
unique insights into the photoreduction aspects of TiO2. It is gener-
ally held that the back-electron transfer process involves injected
electrons that have thermalized and trapped in states located ‘en-
ergetically’ just below the TiO2 CB edge and located ‘physically’
at surface or near-surface sites [493,494,496,497,507,532,545,662,
670,689,693]. Many groups have observed non-exponential or
multi-exponential kinetics for the back-electron transfer processes
that have been ascribed to a distribution of trap energies [163,
164,493,494,609,618,621,650,662,675,690,691] and/or trap loca-
tions [433,493,670,688,694]. (An exception to this is the work of
Martini et al. [496,693] who observed single exponential recom-
bination kinetics, reflective of a narrow trap energy distribution,
for anthracene carboxylic acid dyes adsorbed on A nanoparticles.)
Weng et al. [493] have shown that back-electron transfer rates
following electron injection from adsorbed Fe(CN)3−6 were inde-
pendent of TiO2 particle size and preparation method, suggest-
ing electron traps in the vicinity of the complex and the surface.
Timescales for back-electron transfer processes span the picosec-
ond to nanosecond ranges, which are considerably slower than the
electron injection and thermalization times [163,164,493,494,496,
497,532,609,618,667,675,691,693,695]. However, sub-picosecond
back-electron transfer timescales have been observed [650,670,
675], as have lifetimes in the microsecond and longer timescales
[163,494,601,621,624,667]. In the DSSC setting, the lifetime of
the trapped electron is a reflection on its ability to spatially sep-
arate from the ionized dye. The ability to electronically couple
the trapped electron with the ionized dye is manifested in sev-
eral ways. For example, Hilgendorff and Sundström [624] showed
that back-electron transfer rates can depend on how fast the dye
cation can ‘cool’ after the electron injection process. Generally, the
injected electron will thermalize much faster than the newly gen-
erated dye cation, the latter finding itself in need of relaxing elec-
tronically and structurally after the injection process. Dye cations
that retain memory of their non-thermalized state are more likely
to experience back-electron transfer than those that have fully re-
laxed. Back-electron transfer rates are also dependent on the en-
vironment that the trapped electron finds itself. Haque et al. [689]
have shown that back-electron transfer rates can strongly depend
on both the local population of trapped electrons and the vicinity of
adsorbed or solution phase cations/anions, both of which have an
influence on the local electric field. (The local electric field can also
be manipulated by changing the applied potential or electrolyte
concentration.) By extension, one can see how these factors will
come into play in more typical photoreduction (and photooxida-
tion) dynamics.

An essential factor limiting back-electron transfer in the context
of electron injection (or more generally in terms of electron
transfer from TiO2 to an adsorbate) is achieving good coupling
between the electronic state of the trapped electron and that of
the electron acceptor. Poor coupling between the electron trap
state and acceptor contributes to long transfer lifetimes and high
survival rates for the trapped electron, which is good for the
DSSC applications, but not for photoreduction. Many groups have
attempted to model the back-electron transfer process using the
Marcus theory of electron transfer (see references in the Journal
of Physical Chemistry issue dedicated to the career of Rudolph
Marcus [697]). The degree of coupling has been expressed by
observations of electron transfer falling in the Marcus inverted
region [164,670,675,692,693,696], which implies that the rate of
transfer should decrease as the thermodynamic driving force for
transfer (i.e., the difference in zero-point energies between the
donor and acceptor) is increased. Conceptually, this is derived
from a decrease in coupling between the two states as they move
farther apart in energy. For example, Ramakrishna et al. [164,675]
examined electron transfer and back-electron transfer between
a series of carboxylate-anchored xanthene dyes and TiO2 using
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Fig. 3.12. UV–vis absorption spectra from increasing concentrations of TiO2
nanoparticles in a fluorescein dye solution (∼10−5 M) at pH = 2.8. Trace ‘1’ is
without TiO2 present and trace ‘11’ is for a 1.7 g/L concentration of TiO2 . (Inset
shows Benesi–Hilderbrand plot for the charge transfer absorption feature.)
Source: Reprinted with permission from Ramakrishna and Ghosh [164].
© 2001, American Chemical Society.

picosecond transient absorption spectroscopy and fluorescence
spectroscopy. Several of these xanthene dyes exhibited charge
transfer adsorption states that redshifted their optical absorption
features. Fig. 3.12 shows one such example with the appearance
of a fluorescein dye — TiO2 state that grew in at ∼485 nm
with increasing TiO2 concentration. Excitation of these charge
transfer adsorption states for a series of functionalized xanthene
dyes resulted, in each case, in electron transfer from the charge
transfer state into the TiO2 CB. By measuring the rates of
subsequent back-electron transfer for this series of adsorbed dyes,
the authors were able to show that the back-electron transfer
process fell into the Marcus inverted region. As shown in Fig. 3.13,
the back-electron transfer rates decreased as the driving force
increased. Based on their analysis, Ramakrishna et al. proposed
that the ‘initial’ state in the back-electron transfer process was a
trapped electron. Assumingno significant variations in the electron
coupling between the TiO2 surface and the various ‘ionized’ dyes
employed, these results demonstrate that the degree of coupling
between electrons trapped on TiO2 and an ‘acceptor state’ is
important in influencing photoreduction rates on TiO2. These
authors proposed that the factorswhich resulted in a back-electron
transfer event falling into the Marcus inverted region potentially
could be exploited through surface modification to limit back-
electron transfer (or conversely, to promote photoreduction).

In other examples of back-electron transfer on TiO2, Zhang
and coworkers [696] found that in the case of all-trans-retinoic
acid sensitization of TiO2, back-electron transfer occurred into
both triplet and singlet states of the ionized dye. Because the
singlet state was the ground state (and thus had a higher driving
force for back-electron transfer), the authors observed that back-
electron transfer to this state fell into the Marcus inverted region.
However, back-electron transfer into the less stable triplet state
was found to fall into the normal region, which accounted for
it being observable. Yan and coworkers [695] observed normal
Marcus back-electron transfer kinetics (faster electron transfer
as the driving force increased) for a series of ligand-modified,
phosphate-anchored Ru-based dyes. They also observed that these
back-electron transfer processes were thermally activated, putting
them in the normal regime. Although the overall driving force for
each of these dyes should have placed the back-electron transfer
process in the inverted region, these authors proposed that the
rate limiting step had a smaller driving force and the overall
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Fig. 3.13. Plot of the log of the back-electron transfer rate constant (‘ln(kBET )’)
for the ionized dye versus the transition energy of the dye- TiO2 charge transfer
complex (E00) for several dyes (eosin yellowish (EOY), dibromo fluorescein (DBF),
fluorescein isothiocyanate (FITC), fluorescein (FLU), and 5(6)-carboxyfluorescein
(56CF)). (E00 is a linear function of the BET driving force.)
Source: Reprinted with permission from Ramakrishna and Ghosh [164].
© 2001, American Chemical Society.

relaxation to the ground state involved secondary processes, such
as sequential electron and/or proton transfer events. The extent
to which these observations are dependent on the TiO2 surface
structure and details of the dye adsorption state (e.g., structure,
coverage, etc.) are not known.

Surprisingly, little dynamics work has been done on the
important and widely utilized electron scavenger, the neutral O2
molecule. At issue here are the dynamics of the reaction between
a physisorbed O2 molecule and an excited electron in TiO2. One
study, by Peiro et al. [509], has probed the O2 scavenging process
dynamically, but only on timescales longer than microseconds in
which the issue of trapped versus ‘free’ CB electron transfer should
be dominated by the former. An issue with O2 is the unusually
weak adsorption interaction with the (unreduced) TiO2 surface
making it difficult to the study its electron transfer dynamics. As
will be discussed in Section 5, much is known about the chemistry
betweenO2 andTi3+ sites on TiO2 surfaces, but the dynamics of this
reaction (in the context of electron transfer froma trapped electron
and an O2 molecule) are not well-understood.

3.4. TiO2 valence band to acceptor hole

To this author’s knowledge, there are no examples of dynamics
studies involving hole injection into the TiO2 VB (i.e., electron
transfer from the TiO2 VB to a ‘hole’ photochemically generated
in an adsorbed species). In concept, one could imagine an ‘inverse
Grätzel cell’ on TiO2 in which an adsorbed dye’s highest occupied
molecular orbital (HOMO) resides in energy below the TiO2 VB
edge and the energy of an optically excited electron in the dye (its
excited state) resided mid-gap, matching a suitable redox couple.
Such a cell has been developed by Hagfeldt and coworkers [698,
699] using NiO (and other oxides), but a similar molecular system
has not been identified for TiO2.

Another potential arena for studying hole injection from TiO2
would be the equivalent of back-electron transfer for photooxida-
tion. In this case, a hole would be generated on TiO2, transferred
transiently to an adsorbate and then transferred back the TiO2 VB.
‘Back hole transfer’, as odd as it may seem, may be very prevalent
in photooxidation reactions on TiO2 surfaces. However, identify-
ing and studying such a process requires reliable photochemical
‘markers’ for both the oxidized adsorbate and the VB hole so that
the dynamics of these can be followed.
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Fig. 4.1. Schematic model for the coupled chemical and photochemical reactions
of adsorbed organic carbonyls with oxygen on the R TiO2(110) surface.
Source: From Henderson [702].

4. Adsorption and the adsorbed state

The startingpoint for consideringphotoconversion ofmolecules
on TiO2 is the physical and electronic structures of the adsorbed
state of the molecule. How a molecule binds on the TiO2 surface
influences its electronic structure and redox properties. Coverage,
thermal stability and reactivity, adsorption structure and site, etc.
are all important factors. The literature relating to the thermal
chemistry of adsorbates on TiO2 surfaces is too vast to review here,
even in the (narrower) context of how it relates to photochem-
istry. Fortunately, a considerable amount of work has been done
already on this subject by other review authors [175,566,700] in
terms of single crystal TiO2 surfaces. Instead, two examples of how
these issues affect photocatalysis on TiO2 will be briefly discussed
in this section, these being ‘structure sensitivity’ and ‘coverage de-
pendence’.More details regarding the relationship between the ad-
sorbed state and photochemistry will be touched on in Section 5 in
the context of various photochemical reaction mechanistic studies
on TiO2 surfaces.

4.1. Structure sensitivity

Surface scientists generally refer to the relationship between
how an adsorbate’s structure at a particular surface site in-
fluences its surface chemistry as a ‘structure sensitivity’ or a
‘structure–reactivity’ relationship. While such associations are a
common theme in many surface science studies, particularly in
terms of heterogeneous catalysis, their relevance to heterogeneous
photocatalysis has not been well-explored. There are a few exam-
ples emerging that show a correlation between adsorbate struc-
ture and photochemistry of TiO2. For example, this author and
collaborators [701–704] have shown that organic carbonyl mole-
cules bound to the R TiO2(110) surface in η1 configurations
(through the carbonyl oxygen lone pair to a surface Ti4+ site)
are photochemically inactive to direct hole-mediated oxidation.
However, when thermally ‘activated’ by coadsorbed oxygen, these
species transform into photochemically active diolate species (see
Fig. 4.1). In another example, Rusu and Yates. [705] showed that
photocatalytic conversion of N2O was slightly faster if the N-end
of the molecule was bound to surface Ti4+ sites rather than if the
O-end was utilized. Also, N2 (the preferred product) was formed at
low N2O coverages with the N-end down species. Xu and cowork-
ers [706] used DFT to show that the adsorption state of catechol
on A TiO2(101) influenced the optical absorption properties of the
molecule. Similar findings have been reported for other dyes an-
choring on TiO2 surfaces [671,673,674,707–713]. For example, the
issue of coordination of carboxylate anchors (mono versus biden-
tate) continues to be an important question in the efficiency of pho-
toejection and stability of an adsorbed dye [707].
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Fig. 4.2. Changes in the relative surface coverages of mono and bidentate ethoxy
groups (see schematic model above) on P-25 estimated from the FTIR ν (C–O)
feature as a function of UV irradiation time. The inset shows first order decay plots
from these data.
Source: Reprinted and adapted with permission fromWu et al. [716].
© 2000, American Chemical Society.

One of the prevalent structure sensitivity issues in organic pho-
tooxidation is the relative photoreactivities of various molecularly
and dissociatively adsorbed states of molecules containing O–H
bonds [714]. For example, based on IR, Liao et al. [715] proposed
that formic acid on P-25 was ∼53 times more photoactive than
formate. Similarly, Wu et al. [716] used FTIR to monitor the rela-
tive photoactivities of mono and bidentate-bonded alkoxy groups
resulting from dissociative adsorption of methanol or ethanol on
TiO2. As shown in Fig. 4.2, these authors showed that the relative
rate for disappearance of monodentate ethoxy groups was greater
than that of the bidentate form (assuming no interconversion initi-
ated by surface photochemistry). These data suggest that themon-
odentate form of an alkoxy on TiO2 was ∼1.5 times more reactive
than the bidentate form, despite the fact that the authors found
that the relative thermal stabilities of the two forms to be op-
posite. These data illustrate the potential importance that adsor-
bate–surface structure plays in photochemical reactions on TiO2
surfaces.

4.2. Coverage dependence

Surface coverage has been shown to affect photocatalytic
activity on TiO2 surfaces in several examples [541,705,717–719].
This author and coworkers [541] have shown that the rate of
trimethyl acetate (TMA) photodecomposition on R TiO2(110)
depended on the TMA surface coverage. As shown in Fig. 4.3,
the extent of TMA photodecomposition during a 5 min UV
irradiation period on R TiO2(110) was nearly complete at low
TMA coverage, decreased from 100% conversion (dotted line) at
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Fig. 4.3. Product yields during a 5 min UV irradiation period as a function of
initial TMA coverage on R TiO2(110). The total TMA photodecomposition yield was
obtained from summation of the product yields. The dashed line represents 100%
conversion of the initial TMA coverage to product.
Source: From Henderson et al. [541].

intermediate coverage, and increased as the surface exceeded a
0.5 ML coverage. Because the yield at higher coverage approached
values seen at the lowest coverages, the low (relative) yields
at intermediate coverages could not be ascribed to insufficient
photon exposure. Instead, STM results, shown in Fig. 4.4, suggest
that the deviation from near 100% conversion at intermediate
coverages was due to a local effect between neighboring TMA
groups on the surface. At very low coverages (Fig. 4.4(a)), TMA
groups were mostly isolated on the surface. As the coverage
increased above∼0.03ML (Fig. 4.4(b)), STM showed the formation
of TMA–TMA line structures forming across bridging O rows.
These structures appeared to be attractive in nature, as shown by
comparison with higher coverage STM images (Fig. 4.4(c)). The
attractive interactions are possibly mediated by surface OH groups
(from the acid protons not observable by STM), because ample
isolated adsorption sites were available at low coverages [720].
Onset of these line structures corresponded to the point at which
the TMA photodecomposition yield decreased. In contrast, the rise
in TMA photodecomposition yield above 0.5 ML was attributed
to the instability of the densely packed surface. Because TMA
photodecomposition was hole-mediated, O2 was not essential to
see photodecomposition and the decomposition products left the
surface (see Section 5). Very different coverage dependence was
observed for acetone photodecomposition on R TiO2(110), where
rates decreased by 10 fold as the surface became saturated with
acetone [701]. In this case, O2 was needed and a more stable
photodecomposition product (acetate) accumulated on the surface
which blocked access of O2 to the surface. Similar observations
have beenmade by Arsac et al. [721,722] for isopropyl alcohol (IPA)
photooxidation on TiO2, where complete conversion of IPA was
limited by the ability of high coverages of the reactant to displace
the intermediate (acetone) from the surface. In contrast, higher
conversion of IPA was observed at low IPA coverage.
Fig. 4.4. STM images from various TMA coverages ((a) 0.014 ML, (b) 0.026 ML and
(c) 0.13 ML) on R TiO2(110). In each case, the surface was dosed with 200 L O2 at
300 K prior to TMAA adsorption. Each image is nominally 21×21 nm, and obtained
using a sample bias of +1.3 to +1.6 V and tunneling current of ∼0.4 nA.
Source: From Henderson et al. [541].

5. Mechanisms

The mechanistic aspects of photocatalytic reactions on TiO2
are complex. This section will explore the mechanistic details
associated with single electron transfer events for molecules
with a wide variety of functional groups in both photooxidation
and photoreduction reactions on TiO2. Discussion in this section
is organized into classes of molecules that allow identification
of specific insights into single electron transfer steps. In most
cases, mechanistic details are generally only available for stable
surface species intermediates. The relationships between the
‘non-thermal’ processes associated with electron transfer and
the thermal processes that follow as a consequence are also of
importance. Studies on certain classes of reactants will not be
included in this section because: (1) their inherent complexity
negates opportunities for molecular insights (e.g., photooxidation
of humic acids), (2) molecular insights are usually not the focus of
such studies (e.g., colorimetric changes in dye photodegradation),
or (3) the molecules represent special cases that will be discussed
in Section 8 (e.g., CO2 photoreduction or water splitting).

5.1. General issues

5.1.1. Direct versus indirect events
For every oxidation half reaction theremust be a corresponding

reduction half reaction (and vice versa). In a photoelectrochemical
schemes, these may be separated spatially to different electrodes
(surfaces), but they are still linked kinetically and thermodynami-
cally. In the absence of an electrochemical circuit (e.g., reactions on
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single TiO2 nanoparticles), both reactions occur in a spatial region
that allows for greater interdependence between oxidation and re-
duction steps.

One of the major mechanistic issues in photocatalytic reactions
on TiO2 is identification of the oxidant and reductant. In particular,
there is frequent debate in the context of oxidation reactions about
the relative roles of VB holes for direct oxidation versus hydroxyl
radicals for so-called ‘indirect’ oxidation [13,397,678,717,723–
737]. This debate often hinges on how OH radicals are formed,
for example via direct hole oxidation of adsorbed H2O and/or
OH− [731], or via electron scavenging reactions involving O2 [730,
732]. The involvement of OH• radicals can also depend onwhether
they are bound or free [738]. Not every reactant will necessarily
be sensitive to only one of these processes, so identification of
the primary process is important. For example, Minero et al. [739]
indicated that the initial step in phenol photooxidation is hole-
mediated, but OH•-initiated steps became more important in
subsequentmechanistic steps. It is unclear whether this is because
OH• does not readily react with adsorbed phenol, because the
products do not react well with holes, or because OH• is not
immediately generated. Reaction conditions can also play a role in
deciding which oxidant is available and most useful. For example,
Yu and Chuang [717] observed both OH• and holes as viable
oxidizers of adsorbed ethanol, with coverage being a deciding
factor. They proposed that OH• radicals are the key oxidizer at
low ethanol coverage and the VB holes at high ethanol coverage.
(The latter condition fits in with the inability of water or O2 to gain
access to the surface at high organic coverage [515,541].)

The key issue is not which oxidant is most important, but how
can the roles of OH• radicals and holes be adequately character-
ized. Addressing this issue requires a detail understanding of the
molecular-level details (electronic energy matching, spatial prox-
imity, energy barriers, etc.) important in reactions of holes or rad-
icals with particular reactants or intermediates. For example, the
nature of the adsorbate being oxidized is of obvious importance
in understanding how various oxidants perform [397,723,733,735,
736]. Byrne et al. [723] compared photocurrent yields versus the
extent of organic photooxidation on P-25 covered anodes under
anaerobic conditions. Based on the photocurrent yield, they found
that the efficiency of hole acceptors in four adsorbed organics fol-
lowed the trend: oxalate > formate > acetate > methanol. This
trend did not correlate with the relative reaction rates of these
molecules with free OH• in solution.

An interesting indication that direct hole-mediated oxidation
is not the only oxidation pathway in TiO2 photocatalysis is found
in observations of ‘remote’ oxidation [38,286,701,727,740–751].
In this phenomenon, oxidation events occur at regions of a TiO2
sample not exposed to light or at non-TiO2 surfaces that are line-
of-sight from irradiated TiO2 surfaces. Perhaps the first example
of this phenomenon was by Kikuchi et al. [745] who observed
the killing action of irradiated TiO2 on Escherichia coli which
were separated by distances of ∼50 µm. A gas phase O2-related
species was suspected as the source of this remote photoactivity
of TiO2 [746], with H2O2 or OH• (generated from H2O2) being
the major candidates [747,751]. Naito et al. [286] recently used
molecular fluorescencemarkers to verify the emission of OH• from
TiO2 during UV irradiation. These authors found that the OH• yield
was proportional to the gas phase concentration of O2.

Ejection of non-oxygen related radicals may also play a role
in ‘remote’ oxidation reactions. This author observed the ejection
of methyl radicals from the surface of R TiO2(110) during UHV
photodecomposition of adsorbed acetone [701,752,753]. Similar
observations have been made by Stair and coworkers for pho-
todissociation of methyl iodide on this surface [680,754,755]. The
methyl radicals emitted from adsorbed acetone were shown to
further decompose on the chamber walls to yield formaldehyde.
Recently, Shen and this author [756] have shown that methyl rad-
icals ejected into ice overlayers (water or methanol) react to form
a variety of products including CH4 and C2H6. Organic radical ejec-
tion has also been observed under UHV conditions for several other
adsorbates on R TiO2(110) [543,702–704,757] suggesting that sec-
ondary reactions of these radicals may play important mechanis-
tic roles in photocatalytic reactions on high surface area catalysts.
Generation of organic radicals during photochemical processes on
TiO2 is not unexpected since, by definition, redox processes asso-
ciated with e−/h+ pair generation on TiO2 involve single electron
transfer events (i.e., result in unpaired electrons). EPR has been
used to observe formation of stable organic radicals during UV ir-
radiation of TiO2. For example, Murphy’s group has detected a va-
riety of R–OO• and R–C(O)–OO• radicals during low temperature
photooxidation of carbonyls on TiO2 [514,758,759]. Similar obser-
vations have been made by Coronado and Soria [760] for toluene,
and by Nosaka et al. [734] for acetic acid. It remains a challenge
to determine the fate of these radicals under reaction conditions
as they spawn chain reactions or remain adsorbed awaiting addi-
tional direct or OH• radical mediated reactions.

5.1.2. Overall rates and quantum efficiencies
The issue of overall reaction rates and quantum efficiencies has

attracted much attention in the TiO2 photocatalytic literature. In
general, one can view rates from two perspectives: that of individ-
ual electron transfer (or related thermal reaction) steps or from the
overall process level. The former are complex in their molecular-
level details and have greater significance in relationship to surface
studies. In the latter case, evaluations of rates and quantum yields
are complicated by many dependences at both the molecular and
macromolecular levels. This review is focused on molecular-level
details, and has dedicated Section 3 to illustrating some of the basic
science knowledge that has been uncovered involving single elec-
tron transfer events. Considerable portions of this section are also
concentrated on details of molecular-level mechanisms. Readers
interested in better understanding process kinetics are directed to
examples of work on the subject [7,78–80,761,762].

The subject of quantum efficiencies can also be viewed at
the individual event level (photoabsorption and electron transfer)
or at the process level, however determination of a quantum
efficiency is not straightforward. As Serpone [36] pointed out,
the concept of quantum efficiency is too frequently misused to
mean the ratio of detected events per incident photon, but should
actually be viewed as events per incident absorbed photon. The
problem comes in measuring the optical absorption efficiency of a
particular TiO2 sample (because of complications associated with
light scattering and penetration issues [763,764]), and making
correlations between light absorption and a particular electron
transfer event at a particular site on a surface. As mentioned
previously, the interdependent fates of both charge carriers, aswell
as factors such as coverage, site heterogeneity, etc., make such
correlations very difficult. Nevertheless, the literature contains
useful examples of studies in which groups have used quantum
efficiencies to characterize photocatalytic processes on TiO2 [255,
395,398,724,765–768]. For example, Cornu and coworkers [767]
determined that the quantum yield for formate photooxidation on
suspended TiO2 was dictated primarily by charge carrier dynamics
and not by mass transport (or related) effects.

5.1.3. Lattice oxygen
While molecular oxygen, water and surface hydroxyls are all

clearly recognized sources of oxygen in photocatalytic reactions
on TiO2, the involvement of lattice oxygen in these reactions
should also be considered in understanding photocatalysis on
TiO2. The issue here is not whether exchange or incorporation
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reactions can occur during photocatalysis on TiO2 surfaces (both
are known to occur [175]), but whether lattice oxygen plays a
direct mechanistic role (other than as a site) in photochemical
reactions on TiO2. Section 2.4 has reviewed literature on how holes
can be trapped at under-coordinated O2− sites on TiO2 surfaces,
but how bonds are formed and electrons are transferred between
these sites and adsorbates is largely unknown. There have been
suggestions in the literature that lattice oxygen plays a role in
photooxidation reactions on TiO2 [769–775] mainly because of
its presence in products or intermediates (as determined through
isotopic labeling studies). However, there have been other studies
in which lattice oxygen was found not to be involved [776,777].
The challenge remains to provide spectroscopic evidence about the
mechanistic role of lattice oxygen that can be distinguished from
simple exchange processes.

5.1.4. Photoadsorption and photodesorption
The involvement of photoadsorption and photodesorption in

photochemical processes on TiO2 surface influences (in either a
positive or negative manner) the coverages of adsorbed species.
These phenomena can be viewed as the involvement of a charge
carrier in generating (by photodesorption) or removing (by
photoabsorption) an adsorption site on the surface. Perhaps the
most extensively studied example of photodesorption from TiO2
is that of O2 [97,98,100,201,253,473,573,679,753,776,778–782].
Although discussed in detail below, O2 photodesorption is believed
to result from the interaction of a VB hole with an adsorbed Oδ−

2
species, resulting in a neutral O2 molecule that readily desorbs
from the surface. Other examples of molecular photodesorption
from TiO2 surfaces include alkyl halides [680–682,754,755,757],
CO [783], N2O [705] and triethylamine [784]. The details of these
events differ, but in each case the photodesorption event involves
a charge carrier causing a charge change in the adsorbate–surface
relationship that results in the adsorbate transitioning to a
different potential energy surface (e.g., ion to neutral) that is more
amenable to desorption. Conversely, trapping of a charge carrier
at the surface (e.g., an electron at a surface Ti4+ site) can provide
the setting for formation of a stronger chemisorption interaction
between a molecule and the surface (i.e., photoadsorption).
Literature examples of photoadsorption on TiO2 include O2, H2,
H2O, NO, CH4 and organic acids [9,387,388,556,778,785–790].
Research is needed into what charge carriers and what surface
sites are involved in these photoabsorption and photodesorption
events, and how these events promote, regulate or inhibit
photocatalytic processes on TiO2. For example, this author [753]
has shown that O2 photodesorption has little or no influence on the
first photochemical step in acetone photooxidation on TiO2(110)
even thoughbothprocesses are initiated by the same charge carrier
(holes). As shown in Fig. 5.1, the yield of methyl radicals was
unaffected by whether or not molecular O2 was photodesorbed
from the surface prior to acetone adsorption. The photodesorption
dynamics for O2 were found to be slower than those associated
with methyl radical ejection (see inset). The scavenging of holes
by adsorbed O−

2 was not seen to compete strongly with the
same ability of acetone. (For more on O2 photodesorption see
Section 5.2.1.)

5.1.5. Surface defect formation
Aside from photoablation (rapid, local heating) or photoetching

(photochemistry that initiates surface electrochemical damage),
there is little evidence in the literature that UV light induces
structural damage to TiO2 surfaces. Under UHV conditions,
Mezhenny et al. [791] foundno evidencewith STM formodification
of the R TiO2(110) surface as a result of UV photon irradiation.
Their results suggest that this surface is not susceptible to
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Fig. 5.1. Comparison of the CH3 (mass 15) PSD yields in the initial 100 s of UV
irradiation as a function of O2 pre-exposure for acetone and oxygen coadsorbed on
R TiO2(110). Solid blue circles: O2 pre-exposed at 100 K followed by flashing to 300
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during UV irradiation at 250 K.
Source: Adapted with permission from Henderson [753].
© 2008, American Chemical Society.

UV photochemical effects such as photon-induced desorption
of lattice oxygen or restructuring via band-to-band excitation
processes. However, these authors did observe changes in the
reduced (1 × 2) reconstructed TiO2(110) surface as a result of
photon irradiation.

5.2. Photooxidation reactions

Photochemical processes can be categorized as photooxidation
or photoreduction, but both half reactions must co-exist in close
proximity in non-photoelectrochemical settings. In this section,
the mechanistic details of photooxidation reactions on TiO2 will
be discussed, starting with discussion of the role of electron
scavengers in photooxidation.

5.2.1. Electron scavengers: O2

The roles of oxygen in photooxidation reactions over TiO2 are
sufficiently diverse and complex that they require concentrated
attention. Fig. 5.2 shows a brief chronology of some unique insights
resulting from fundamental studies of the interaction of oxygen
with single crystal TiO2 surfaces. This chronology illustrates how
the field has progressed in terms ofmolecular-level descriptions of
O2 on TiO2 surfaces in general. These insights relate to both surface
chemistry and surface photochemistry.
O2 surface chemistry: Perhaps the most logical place to start
is with the thermal (non-photochemical) properties of O2 on
TiO2 surfaces [792]. Considerable work has been invested in
the study of oxygen surface chemistry on high surface area
TiO2 (not cited here). However, studies of O2 on single crystal
TiO2 surfaces (particularly that of the R TiO2(110) surface) have
yielded the most detailed information on this subject from both
experimental [98,192,199–202,473,515,526,541,566,573,679,780,
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Fig. 5.2. Brief chronology of various literature studies on the interaction of O2 with the R TiO2(110) surface.
781,793–799,780–813] and theoretical [779,782,812,814–832]
points of view. Using the R TiO2(110) surface as the prototype,
it is clear from temperature programmed desorption (TPD)
measurements at∼30K that O2 can only physisorb to TiO2 surfaces
if reduced cation sites are not present [798,800,804]. Similar
conclusions can be drawn from many of the theoretical studies
listed above. Studies of the O2–TiO2(110) system become most
relevant to TiO2 photochemistry when one considers the chemical
interactions of O2 with surface electronic defects (e.g., oxygen
vacancies) on TiO2(110). These sitesmimic the electronic structure
and reactivity of trapped electrons generated by photoexcitation
events in TiO2 (see Section 2). Studies of the interaction
of O2 with surface electronic defects on TiO2 can therefore
provide insights into electron scavenging reactions important in
TiO2 photooxidation. The activation energy for O2 dissociative
adsorption at vacancy sites on TiO2(110) is high enough (in excess
of ∼0.7 eV) [815,828] that low temperature adsorption events
do not result in dissociation. Fig. 5.3 shows O2 TPD results from
Kimmel and coworkers [800,804] illustrating both the physical and
chemical interactions of O2 with the reduced R TiO2(110) surface.
The lower right inset shows TPD of the coverage-dependent
behavior of the interaction of physisorbed O2 with the surface,
while the upper right inset shows the amount of chemisorbed O2
that evolves in TPD. Based ondetailed TPDmeasurements using the
physisorption component to calibrate O2 coverage, these authors
found that the ‘irreversible’ uptake of O2 (i.e., not recoverable
in TPD) by oxygen vacancy sites followed roughly a 2:1 ratio,
with only a minority amount of chemisorbed O2 recovered in
TPD. These data provide a refinement of previous assessments
by this author and coworkers [200] that proposed that each
surface vacancy was responsible for binding up to three oxygen
molecules. These findings imply that electrons associated with the
oxygen vacancy sites on TiO2(110) are not localized only at the
defect, but have sufficient density at adjacent sites to allow charge
transfer processes to occur there. This conclusion is consistent
with theoretical and experimental findings for the delocalization
of vacancy charge discussed in Section 2.4. The ability of O2 to
scavenge charge is not restricted to chemistry occurring at surface
defect sites. Wendt and coworkers [526] used STM to characterize
the reactivity of specific surface sites towards dissociative O2
adsorption at room temperature. Fig. 5.4 shows STM images that
indicate that O2 dissociative adsorption occurs not only does at
vacancies, resulting in filled vacancies and isolatedO adatoms (‘Oot ’
in the figure) in agreement with previous work [202,799], but
Fig. 5.3. Integrated O2 TPD signals (for signal below 95 K) as a function of O2
exposure from the reduced R TiO2(110) surface possessing ∼0.08 ML surface
oxygen vacancy sites (circles) and from a slightly higher vacancy concentration
generated by electron bombardment (triangles). (Insets A and B: O2 TPD spectra
from physisorbed and chemisorbed O2 , respectively.)
Source: Adapted with permission from Kimmel and Petrik [800].
© 2008, by the American Physical Society.

also that O2 dissociative adsorption occurs as pairs of O adatoms
at non-vacancy sites. These authors attributed instances of non-
vacancy O2 dissociation to charge transfer chemistry involving
subsurface Ti3+ interstitial sites. These results show that near-
surface electronic defects with electronic signatures sufficiently
strong at the surface can promote charge transfer to O2 molecules
transiently adsorbed in their vicinity. However, subsequent studies
by other authors have linked non-vacancy dissociation of O2 not to
subsurface defects but to more extensive delocalization of charge
associated with surface vacancies [804,811,812].

Evidence of electron transfer events to O2 (not resulting in dis-
sociation) is found both in removal of the signature Ti3+ electronic
state features and in development of molecular forms of O2 sur-
face chemistry. For example, this author and collaborators [200,
201] have shown that the EELS transition at 0.8 eV associated with
surface Ti3+ sites was attenuated by O2 adsorption on TiO2(110) at
120 K, and completely disappeared after heating the surface to 200
K (see Fig. 1.8). EELS also showed generation of a new feature at 2.8
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Fig. 5.4. STM images for the reaction of O2 at 300 Kwith a R TiO2(110) surface possessing∼0.017ML of Obr sites. (A) After 2 L O2 (155×155 Å); white crosses designate pairs
of next-nearest O adatoms. (B) Expanded region indicated in ‘A’ (38 × 38 Å); unreacted Obr sites indicated with white squares. (C) Similar region after a 200 L O2 exposure
at 300 K. STM images acquired between 110 and 130 K. FromWendt et al. [526].
Source: Reprinted with permission from AAAS.
Fig. 5.5. EPR spectra resulting from TiO2 nanoparticles: (a) exposed to water and
then vacuum annealed at 670 K, (b) subsequently exposed to O2 , and (c) then
evacuated.
Source: Reprinted with permission from Elser et al. [833].
© 2006, American Chemical Society.

eV which was assigned to an adsorbed Oδ−
2 species based on com-

parisons with literature on organometallic Ti–O2 complexes. Sim-
ilar findings have been reached based on EPRmeasurements. Elser
et al. [833] found that O2 removed the EPR signatures of Ti3+ sites
from vacuum reduced TiO2 nanoparticles, replacing themwith sig-
nals associatedwith O−

2 surface species (see Fig. 5.5). Also, a variety
of O2 structures and species resulting from electron transfer events
have been proposed from various theoretical perspectives (see ref-
erences above). These studies highlight briefly the evolving under-
standing of how O2 interacts thermally with electronic defects on
TiO2 surfaces.

O2 + H2O/OH surface chemistry: The chemistry (and photochem-
istry) of O2 on TiO2 becomes much more diverse when water
and/or OH are present on the surface. It is widely speculated that
O2 chemistry in the reductive channel of TiO2 photooxidation re-
actions results in hydroxyl radicals that can participate in oxida-
tive reactions (see Section 5.1.1). Spectroscopic observations of
HO2• [550,728,834–837] and H2O2 [730,838–840] (not to men-
tion OH•) have been linked to reactions of O−

2 with water-related
species on or near the TiO2 surface. Exchange reactions between
O2 and other surface species initiated by light [841,842] also may
involve reactions between O−

2 and water. In general, the literature
points out two classes of mechanistic pathways for generation of
HO2• or H2O2 from O2. One class involves reactions of O2 with
adsorbed species and the other involves O2 reactions in the ph-
ysisorbed or solution phase media (away from the TiO2 surface)
facilitated by liberation from the surface of charged or excited state
O2 species. For the purpose of this review, only pathways involving
adsorbed species will be discussed.

Szczepankiewicz and coworkers [508,510,517] were perhaps
the first to spectroscopically show the effects of O2 exposure to
Fig. 5.6. Deconvoluted HREELS spectra from the reaction of O2 with OHbr groups
on R TiO2(110) possessing ∼0.14 ML Obr sites; (a) 1.2 ML of H2O adsorbed at 120 K,
(b) ‘a’ heated to 375K,which removed adsorbedwater leaving only theOHbr groups,
(c) exposure of ‘b’ to 2 L O2 at 120 K, and (d) ‘c’ heated to 230 K. In contrast, (e) shows
∼1 ML of H2O adsorbed after exposing the surface to 4 L O2 at 120 K showing no
OHbr group formation. Spectra recorded at 120 K.
Source: Reprinted with permission from Henderson et al. [199].
© 2003, American Chemical Society.

surface OH groups on TiO2 surfaces at which excited electrons
had been trapped (see Fig. 2.6). These authors found that the O–H
groups associated with certain electron trap sites were altered
by O2 exposure, but that others were not. A similar effect was
observed by this author [199] for the interaction of O2 with
bridging OH groups (OHbr) formed from the dissociation of water
at oxygen vacancy sites on R TiO2(110). As shown in Fig. 5.6, OHbr
groups bound at Ti3+ sites on this surface give a strong ν (OH)
feature at ∼3665 cm−1, which is close to the 3716 cm−1 feature
ascribed by Szczepankiewicz et al. to similar surface sites on P-
25. Exposure of these OHbr groups to O2 at 120 K (Fig. 5.6(c))
resulted in weakening and widening of the vibrational feature,
and subsequent heating to 200 K resulted in their disappearance
(Fig. 5.6(d)). The reaction between O2 and OHbr was also followed



226 M.A. Henderson / Surface Science Reports 66 (2011) 185–297
Fig. 5.7. H2O TPD spectra obtained after exposure of OHbr groups (∼0.28 ML) on R
TiO2(110) to various amounts of O2 at 120 K. Surfaces with only OHbr groups were
prepared by preheating a multilayer H2O exposure to 370 K and recooling to 120 K
prior to O2 exposure.
Source: Reprinted with permission from Henderson et al. [199].
© 2003, American Chemical Society.

in TPD. As shown in Fig. 5.7, exposure of the R TiO2(110) surface
containing OHbr groups to O2 resulted in ‘titration’ of the signature
OHbr recombination TPD feature at ∼500 K [843] and formation of
a new H2O TPD feature slightly above room temperature ascribed
to recombination of terminal OH groups (OHt) located at five-
coordinate Ti4+ sites. The OHt groups were presumably formed
from a transiently adsorbed HO2 surface species. The reaction
probability per adsorbed O2 molecule, taken from these data, was
nearly unity suggesting the extraction of charge and a proton (i.e., a
hydrogen atom) from the OHbr groups by O2 was a highly favorable
process.

Several STM studies have explored the interaction of O2 with
OHbr groups formed at defect sites on R TiO2(110) [797,806,
807,813,844]. Both Wendt et al. [806] and Zhang et al. [807]
have shown that the reaction of O2 with OHbr groups on this
surface is mechanistically complex. Fig. 5.8, from the latter group’s
work, illustrates this point. Image (a) shows a surface containing
∼0.13 ML of OHbr groups. Exposure of this surface to O2 at room
temperature resulted in disappearance of OHbr groups (images (b)
and (c)), but little or no appearance of new surface features. At
an optimal O2 exposure (image (c)), the surface appeared ‘clean’,
although the STM shows signs of the presence of some mobile
species (water?). Surprisingly, continued exposure of O2 resulted
in appearance of features that could be ascribed to OHt groups,
as well as O adatoms (not labeled, but as faint features on the
Ti rows) and several unidentified features. As shown in Fig. 5.9,
Zhang et al. [807] observed that the changes in populations of
OHbr and OHt did not track each other. These authors found
that water molecules, generated from the reaction of O2 with
OHbr groups, were responsible for the ‘lost’ mass in STM. There
presence was evident in STM not only by the transient features
discussed above, but also by the motions of OHbr groups (lower
panel of Fig. 5.9), in agreement with previous STM studies [806].
Du and coworkers [797] used STM to identify intermediates in the
reaction of O2 with OHbr groups on R TiO2(110). Fig. 5.10 shows
‘before’ and ‘after’ STM images from the dissociative adsorption
of O2 at a vacancy site (top images and cartoon), but also images
associated with O2 reacting with a single OHbr group (middle)
and a pair of OHbr groups (bottom). The STM contrast of the
resulting species on the Ti rows in the bottom two cases was
shown to be distinctly different from that of the O adatom (top)
or the OHt group (see Fig. 5.8), leading these authors to propose
the formation of an adsorbed HO2 intermediate. Based on DFT
calculations, these authors proposed that the resulting terminal
HO2 species was bound to the surface through the O-end with the
OH-end hydrogen-bonded to a bridging O site. They calculated that
in this configuration (Fig. 5.11) the binding energy was sufficient
(∼0.7 eV) to allow stabilization of the HO2 species on the surface at
room temperature. These calculations are consistent with QMMD
simulations by Tilocca et al. [826] that predict formation of stable
(on the MD simulation timescale) HO2 and H2O2 species from
reaction of O2 with OHbr groups on R TiO2(110). These authors also
pointed out that the electronic defect is essential for the O2 +OHbr
reaction to proceed as no reactionwas observed for the interaction
of O2 with Ti4+-OH groups. Although these reactions have not been
experimentally examined on single crystal A surfaces, Filippone
et al. [820] used ab initio DFT andMD simulations to show that the
stability of O−

2 on A surfaces was enhanced by capturing protons
from nearby water molecules to form adsorbed HO2 species. The
‘concentration’ of near-surface electron density has been shown to
have an impact on the reaction channel for the interaction of O2
with surface OH− groups [832].

DissociatedO2: Asmentioned above, one of the results of O2 adsorp-
tion on reduced TiO2(110) surfaces is electron attachment followed
by dissociation to O adatoms [175,566,795–797,799,807,812,824,
830]. The dissociation of O2 at vacancies does not follow a 1-to-2
ratio (i.e., one O2 molecule fills two vacancies), but a 1-to-1 ratio as
shown in Reaction 1:

O2 (g) + Ovac ⇒ Obr + O (a). (1)
Fig. 5.8. STM images of the same area (15 × 15 nm) on the hydroxylated R TiO2(110) surface (with OHbr coverage of ∼0.126 ML) from: (a) before O2 exposure, and (b–d)
after sequential (cumulative) O2 exposures of 2.4 × 1015 , 9.6 × 1015 , and 3.4 × 1016 O2/cm2 , respectively.
Source: Reprinted with permission from Zhang et al. [807].
© 2009, American Chemical Society.
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Fig. 5.9. (a) Changes in surface coverages from STM on a fully hydroxylated
R TiO2(110) surface, and (b) percentage of OHbr groups that moved between
subsequent STM images (∼2 min/image), both as a function of increasing O2
exposure.
Source: Reprinted with permission from Zhang et al. [807].
© 2009, American Chemical Society.

TheO adatom results fromO2 dissociation at vacancy (one adatom)
and non-vacancy (two adatoms) sites, and in each case is struc-
turally represented by an atop O atom residing at non-defect five-
coordinated Ti4+ sites on the R TiO2(110) surface. Because of a high
diffusion barrier [812,824], O adatoms have not been observed to
combine to generate O2, but instead react with subsurface Ti in-
terstitials diffusing from the bulk [526,808,809,845–849] to gener-
ate TiOx surface species at temperatures >400 K. However, excess
energy resulting from the exothermic nature of the dissociation
process has been shown to generate ‘hot’ O adatoms that diffuse
several lattice spacings before thermalizing [796]. The charge state
and electronic structure of the adatom are not well-understood,
although DFT calculations by Zhang and Lindan [830] suggest the
adatom is not 2- (i.e., it possesses spin character).

Oxygen adatoms on R TiO2(110) are known to promote thermal
chemistry associated with O–H and N–H bond cleavage [799,
850] or organic carbonyl activation [702–704,851]. In particular,
O adatoms have been shown to promote water dissociation on R
TiO2(110) [799,852,853], as shown in Reaction 2:

H2O (a) + O (a) ⇔ 2OHt (a). (2)

This process was previously thought to occur exclusively through
O adatom–water interactions at adjacent Ti4+ sites [799]. While
this is probably the main pathway for Reaction 2, Du and
coworkers [795] discovered that O adatoms across the Obr row also
assisted in stabilizing water dissociation on R TiO2(110), as shown
in Fig. 5.12. Image (a) shows the TiO2(110) surface with several
Ovac sites (empty circle) and O adatoms (filled circle). A water
molecule (moving too fast at room temperature to image) passing
on the adjacent row transiently dissociated by donating a proton
to a Obr site (many such events likely occurred as water diffused
on the surface, but back transfer followed because the molecular
state was more favorable). However, the O adatom captured this
proton, resulting in formation of two isolatedOHt groups, one from
the original water molecule and one from the proton transfer to
the O adatom (in the box of the middle image). DFT calculations
(bottom of Fig. 5.12) illustrated the mechanism and favorable
energetics for this process. The STM image in Fig. 5.12(c) followed
the future of this particular OHt pair: transfer of the other proton
Fig. 5.10. (Left) STM images from three different regions (labeled I, II and III) of a partially hydroxylated R TiO2(110) surface before and after O2 exposure, and (right) cartoon
models and reaction equations for the O2 surface chemistry seen in the three cases.
Source: Adapted with permission from Du et al. [797].
© 2009, American Chemical Society.
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Fig. 5.11. Optimized structures obtained from DFT for terminally-bound HO2
on the R TiO2(110) surface. (Red, white and gray spheres represent O, H and Ti,
respectively.) The associated formation reaction equation and energy are shown
below.
Source: Adapted with permission from Du et al. [797].
© 2009, American Chemical Society.

reformed water, but now with the O adatom. The resulting water
diffused to a vacancy site (bottom of image (c)) where it entered
and dissociated to form two OHbr groups. These STM results, and
others in the literature [526,792,797,807], illustrate the interesting
interplay between O adatoms and other species on the R TiO2(110)
surface. The role of O adatoms on other TiO2 single crystal surfaces
(or on particulate TiO2) has not been established. It is conceivable
that the O adatom is a R TiO2(110) phenomenon. However, given
that charge transfer to O2 readily facilitates its dissociation into O
adatoms on the R TiO2(110) surface it is not unreasonable to expect
that this species will be present on other TiO2 surfaces.

O2 photochemistry: As studies on the interaction of O2 with
thermally generated Ti3+ sites on R TiO2(110) have shown (see
above), a molecularly adsorbed state of O2 can be formed on
TiO2 surface resulting from electron transfer. This chemisorbed
form of O2 is adequately described as an Oδ−

2 (‘superoxo-like’)
species, although the extent of electron transfer needed to
stabilize O2 on a typical TiO2 surface is not well-understood.
There have been numerous observations of this species being
formed as a result of electron attachment arising from band-
to-band excitation of TiO2 [387,503,509,548,550,559,730,744,760,
835,836,838–840,854–859]. An example of this (mentioned above)
is O2 photoadsorption where UV irradiation of TiO2 generates
adsorption sites for O2 [387,556,778,787,789,860]. Based on their
studies on A nanoparticles, Berger et al. [387] speculated that
two types of O2 photoadsorption may occur. Using EPR results
and simulations (shown in Fig. 5.13), these authors observed
signals resulting from O2 exposure to irradiated TiO2 that could
be attributed to reaction of O2 with a trapped electron to form
O−

2 and to reaction of O2 with a trapped hole at a surface O2−

site to form an O−

3 species. As the work of Berger and coworkers
illustrates, EPR has been useful in characterizing the electron
scavenging role of O2 [387,550,559,760,836,858]. EPR studies show
that formation of O−

2 readily resulted from reaction of O2 with
trapped electrons at low temperature (<150 K). The observed
O−

2 species rapidly degraded on warming to room temperature,
indicative of the instability/reactivity of this species. The presence
of organics also resulted in reactive removal of O−

2 , even at low
temperature. The O−

2 species appeared to be the intermediate
through which a variety of potentially important reactive O-
containing species, such as O−

3 [387,571,760,836], O2−
2 [857] and

H2O2/HO2 species (see below) were photochemically formed.
Studies on the reactivity of O2 with injected electrons from excited
sensitizers [834,861,862] showed similar observations towhatwas
seen in the case of O2 thermal reactions with surface Ti3+ defects.
An interesting contrasting point was made by Yu et al. [862] who
observed that O−

2 EPR signals persisted to room temperature when
TiO2 was sensitized, which was not the case in direct excitation of
TiO2. These authors proposed that in the absence of suitable hole
scavengers, VB holes (which are not presentwhen sensitizing TiO2)
eventually neutralized adsorbed O−

2 surface species on TiO2.
Bahnemann et al. [503] have shown that the relative rate of

O−

2 formation from the reaction of O2 with trapped electrons
was roughly 100 times slower than for the reaction of O2 with
solvated electrons in solution. This observation is consistent
with conclusions of Perio and coworkers [509] who showed that
electron trapping and detrapping rates in TiO2 were much faster
than the electron transfer rate to O2. Important issues here are
the rate of approach of gas phase or solvated O2 to the TiO2
surface and the residence time of O2 in the vicinity of surface
trapped electrons. The sticking probability of O2 on R TiO2(110)
at ∼20–30 K is high (∼0.7) but not unity [798,800,804]. The
effective sticking probability of O2 on fully oxidized TiO2(110)
at room temperature is essentially zero [200]. Even on surfaces
with oxygen vacancy defects, the initial sticking of O2 above
200 K is essentially governed by Langmuirian kinetics [200].
These results suggest that the reaction probability of O2 with
trapped electrons on TiO2 surfaces is considerably less than
unity even under idealized conditions. The inability of O2 to
gain access to trapped charges on TiO2 surfaces under less-than
idealized conditions (e.g., with physisorbed water layers or with
strongly bound organics) represents a major regulating influence
on photooxidation reactions.

Oxygen photodesorption represents a unique photochemical
pathway that occurs during photooxidation reactions on TiO2. On
one hand, it may be viewed as a detrimental process since it
deprives the surface of chemisorbed O2 and utilizes charge carriers
in seemingly non-productive ways. On the other hand, the event
itself can be used to understand both charge carrier dynamics
and surface electron transfer processes, as well as a means of
gauging the relative efficiencies of other photochemical processes.
Additionally, retention of non-thermal kinetic and internal energy
in the ejected O2 molecule [679] might facilitate unexpected
chemical processes in the media above the surface.

The most extensive work on the subject of O2 photodesorption
from a TiO2 surface has been done from the R TiO2(110) surface
by the Yates’ group [473,573,776,780,781,802]. Essential details
from these studies are covered in review articles published by this
group [97–100]. The process is generally believed to occur through
a hole-mediated reaction, shown in Reaction 3:

O−

2 (a) + h+
⇒ O2 (g). (3)

Direct excitation of a charge transfer complex band has also
been offered by other authors as a possible mechanism for O2
photodesorption [782]. The Yates group has shown that at least
two adsorbed states of O2 contribute to their observed PSD
profiles. They found that an ‘α’ state, formed on adsorption at
105 K, photodesorbed with a cross section of ∼8 × 10−17 cm2.
This ‘α’ state thermally converted to a ‘β ’ form above 250 K
which exhibited faster PSD kinetics (∼1.5 × 10−15 cm2). The
dynamics of O2 photodesorption from R TiO2(110) have been
explored by Sporleder et al. [679] using TOFmethods. These results
are discussed in Section 3.2 in the context of electron transfer
dynamics. These authors confirmed the essential observations
of the Yates group regarding two types for O2 photodesorption.
No photodesorption signal was observed above >400 K, which
the authors attributed to O2 dissociation (see above). The Yates
groups also determined a photon energy threshold of ∼3.1 eV
that indicated that the photodesorption processes were substrate-
mediated. The photon flux dependence of the initial O2 PSD rate,
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Fig. 5.12. (Top) Consecutive STM images showing the apparent motion of an O adatom across an Obr row as a result of its reaction with H2O. The circles and squares
indicate O adatoms and terminal OH groups (OHt), respectively. (Middle) Ball models illustrating the processes observed in STM (above). (Bottom) Reaction energy profile
and selected intermediate states from DFT for the process shown between the STM images labeled ‘a’ and ‘b’ above.
Source: Reprinted with permission from Du et al. [795].
© 2009, by the American Physical Society.
shown in Fig. 5.14 [473], followed half-order kinetics consistent
with an e−/h+ pair model. However, the observed PSD signal
over time generally exhibited amulti-exponential form. Thompson
and Yates [473] attributed the multi-exponential behavior of O2
photodesorption to fractal-like kinetics arising from varying rates
of e−/h+ pair recombination stemming from anisotropic electron
diffusion across the surface.

Perkins and this author [201] examined the effect of water
overlayers on the photodesorption of O2 from TiO2(110). They
found that photodesorbed O2 could be trapped below a thick
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Fig. 5.13. EPR spectrum (labeled ‘Expt.’) resulting from exposure of O2 to trapped
charges on TiO2 nanoparticles generated by UV irradiation at 90 K. Traces ‘b-d’ are
simulated, single-component EPR spectra for various O−

2 species, and trace ‘a’ is the
summation of traces ‘b-d’ generating the best fit to the experimental trace.© 2005
Wiley–VCH Verlag GmbH and Co. KGaA. Reproduced with permission.
Source: From Berger, et al. [387].

Fig. 5.14. Plot of the initial O2 photodesorption rate as a function of the square root
of the UV photon flux for PSD of O2 from the R TiO2(110) surface.
Source: Reprinted with permission from Thompson and Yates [473].
© 2006, American Chemical Society.

H2O ice, which was able to desorb during the water phase
transformation from amorphous to crystalline ice at ∼145–160 K
([863] and references therein). The photodesorbed O2 but was not
recaptured by the surface. This observation suggests that either
H2O molecules from the ice occupied vacated O2 binding sites
during the photodesorption process or that charge recombination
removed surface trapped electrons needed for electron transfer
re-adsorption of O2. These authors also observed a correlation
between the depletion of the 410 K TPD O2 feature and the
photodesorption signal. Recently, Petrik and Kimmel [864,865]
reported on the extent of photodissociation of adsorbed O2
resulting from UV irradiation at 100 K. Using TPD of physisorbed
O2 as a diagnostic, these authors found that less than 50% of the
adsorbed O2 from a saturation exposure photodesorbed during UV
irradiation, but roughly 20%–40% photodissociated. These authors
proposed that themechanism for photodissociation likely involved
electron attachment, whereas photodesorption occurred through
hole attachment.

Perhaps one of the most unusual observations of a photochem-
ical event involving O2 is the conversion of (ground state) triplet
oxygen (3O2) to singlet oxygen (1O2) as a result of UV irradiation of
O2 adsorbed on TiO2. Munuera and coworkers [866] first observed
1O2 photodesorption from TiO2 and correlated its appearance with
the influence of surface Cl. Numerous groups have subsequently
explored the formation and chemistry of this species on TiO2 [286,
728,834,867–875], with two groups examining this phenomenon
in detail. Nosaka’s group [872–874] used transient spectroscopy
and phosphorescent markers to follow 1O2 formation over a vari-
ety of TiO2 samples. These authors proposed that 1O2 was formed
during back-electron transfer from O−

2 to the TiO2 surface (most
likely at a VB hole). The 1O2 yield did not vary significantly on A
and R, but increased with decreasing particle size and was highest
between pH 5 and 11 indicating a link to surface OH populations.
Naito et al. [286] usedmolecular fluorescencemarkers to verify the
emission of singlet O2 during UV irradiation of TiO2. These authors
also proposed that 1O2 formed through electron attachment to 3O2
(resulting in a chemisorbed species) followed by hole-mediated
oxidation to the singlet or back to the triplet. To date, there have
been no studies on the formation of singlet oxygen on a single crys-
tal TiO2 surface.

5.2.2. Electron scavengers: others
Although molecular oxygen is clearly the most commonly

studied electron scavenger for photooxidation reactions, in
principle any species with an electron affinity greater than that of
a electron trap site on TiO2 is a potential candidate. Two examples
of alternate electron scavengers are Fe3+ (usually under aqueous
conditions) [577,876–880] and NO gas [788,881–884]. The surface
chemistry and photochemistry of these species have not been
extensively studied, particularly not on a single crystal TiO2
surface. Study of the electron scavenging role of Fe3+ seemingly
requires aqueous conditions, but discussion in Section 6 will show
that the electron scavenging role of adsorbed Fe3+ (as well as other
cationic species) can be studied on TiO2 under ‘dry’ conditions.
Correlations between the reduction of these species with the
oxidation of some other species are not common in the literature.
The same can be said of NO, although in this case one might
expect greater interchangeability between gaseous O2 and NO
in photooxidation reactions. For example, Jacobson et al. [884]
proposed that NO was a more effective electron scavenger than
O2 in promoting of UV photodecomposition of catechol on R
TiO2(110).

5.2.3. Photooxidation reactants
Discussion now shifts to insights into the mechanisms of

photooxidation reactions over TiO2. The variety of reactants that
have been explored in the literature is immense. The discussion
will focus on systems in which molecular-level insights have
been (or can be) achieved. As mentioned above, the emphasis is
not on the complete mechanisms for photooxidation of reactants
(i.e., all the way to CO2 and H2O), but on the mechanistic
details associated with single electron transfer reactions. From
understanding individual events, it is possible to gain insights into
how charge carriers, secondary reactants (e.g., OH•) and thermal
effects meld together to influence photocatalytic reactions on
TiO2. Readers interested in the entirety of a reactant’s mechanistic
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pathway can, to some extent, piece together a more extensive
mechanistic picture through what is presented here for individual
reactants. (For example, isopropanol photooxidizes to acetone
which photooxidizes to acetate, etc.)
Alcohols

One of the most extensively studied classes of reactants in
organic photooxidation over TiO2 has been that of alcohols. Aside
from the standard issue of holes versus OH• radicals, a common
issue in alcohol photooxidation is the importance of molecular
versus dissociative adsorption on the photoreactivities of adsorbed
alcohols (see Section 4). Experimentally distinguishing between
which form is more reactive is not straightforward, particularly
since interconversions between these two species can be initiated
by secondary reactions. Another point of interest is the effect of
branching at the alpha-position in the alcohol as this affects the
relative electronic properties of nearest and next-nearest neighbor
C–C and C–H bonds.
Methanol: Mechanistic studies on the photooxidation of methanol
suggest that both direct [553,716,885,886] and indirect [553,716,
733,765,886,887] oxidation processes occur, depending on the
presence of water and the concentration of O2. Formate and
formaldehyde intermediates are viewed by some groups [765,885,
887] as the primary products of direct and indirect oxidation reac-
tions, respectively, but the opposite way by others [716,886]. For
example, Arana and coworkers [885] observed formate accumu-
lation and surface poisoning during methanol photooxidation on
dry TiO2 which they assigned to a hole-mediated oxidative pref-
erence for the formate channel. However, the Lin group [716,886]
observed with FTIR that formaldehyde was the main surface prod-
uct in the absence of O2 and formate in the presence of O2, leading
them to conclude that formate was formed via direct oxidation of
adsorbedmethoxy. This group also found evidence for preferential
pathways in the photooxidation of methoxy (as mono and biden-
tate species) and methanol. More intermediates to these products
have also been detected. Micic et al. [553] employed EPR at 1.9 K
to follow hole transfer events after UV irradiation of methanol-
covered TiO2. In this setting, the involvement of other oxidative
pathways (such as OH• production) was excluded. These authors
detected CH2OH• and CHO• radicals that were the result of hole
transfer fromTi-O− surface sites followed byH+ transfer, as shown
in Reactions 4 and 5:

Ti4+–O−
+ CH3OH (a) ⇒ Ti4+–O2−

+ [CH3OH]
+ (a) (4)

Ti4+–O2−
+ [CH3OH]

+ (a) ⇒ Ti4+–OH−
+ CH2OH • (a). (5)

Whether these reactions occurred in a concerted or sequential
process, as suggested above, is unclear. The authors also detected
CH3• radicals, but the source of these was assigned to trapped
electron transfer events. To this author’s knowledge, the only
mechanistic study of methanol photochemistry on a TiO2 single
crystal was that performed by Zhou et al. [888] who observed UV
light induced cleavage of the CH3O –H bond for methanol on R
TiO2(110).
Ethanol: Commonly observed surface and/or liberated interme-
diates in photooxidation of ethanol include acetaldehyde [715,
889–896] and carboxylates (acetate, formate or their correspond-
ing acids) [715–717,793,891–897], with one group detecting 1,1-
diethoxyethane [897]. The observation of this latter species, by the
Raftery group using solid state nuclearmagnetic resonance (NMR),
came from photooxidation of ethanol on three different TiO2 cata-
lysts. This group also indicated that the ethoxy species appeared
to photooxidize faster than molecularly adsorbed ethanol [891].
Muggli et al. [893–895] examined the photooxidation of ethanol
on P-25. Using isotopically labeling, they determined that CO2
evolved in the gas phase first from conversion of the α-carbon.
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Fig. 5.15. C 1s XPS spectra from saturation ethanol on R TiO2(110) at 300 K (lower
trace), followed by UV irradiation in 1× 10−6 Torr O2 for two time periods (middle
and upper traces).
Source: Reprinted with permission from Jayaweera et al. [793].
© 2007, American Chemical Society.

The same was observed for acetaldehyde and acetic acid, suggest-
ing a common surface intermediate before cleavage of the C–C
bond. Yu and Chuang. [717] also examined the photooxidation
of ethanol on P-25 and observed strong coverage dependence in
the rate, with high coverage situations resulting in the surface
becoming populated with carboxylates that blocked access of O2
to the surface. Jayaweera et al. [793] utilized XPS to track the
changes in coverage and adsorbate nature during UV irradiation
of ethanol on R TiO2(110). Their C 1s XPS spectral results as a func-
tion of UV irradiation, shown in Fig. 5.15, clearly indicate a con-
version of ethanol/ethoxy species into carboxylates without any
other detectable product being formed. Based on oxygen pressure
dependent studies, these authors proposed that the initial step in
ethanol photooxidation involved attack of an O−

2 species. As shown
in Fig. 5.16, the attenuation of C1s features ascribed to ethanol
showed a strong O2 pressure dependence.

Isopropyl alcohol: Photooxidation of 2-propanol (isopropanol)
presents an interesting case because the reaction exhibits near
100% selectivity toward acetone [721,722,898–904]. Conversion of
2-propanol to acetone requires two oxidative steps, and the in-
termediate associated with the first step has not that been iden-
tified. Involvement of thermal chemistry, particularly in forming
adsorbed isoproxy groups, has been shown to be important [900].
Using solid state NMR, Xu et al. [898,899] observed two reaction
pathways for 2-propanol over P-25: one involvingweakly bound 2-
propanol molecules that slowly converted to acetone and another
that involved rapid conversion of isopropyl groups directly to CO2.
In contrast, Arsac et al. [721,722], using FTIR, tracked conversion of
both molecular and dissociative 2-propanol through acetone.

Several studies have shown the importance of gas phase
O2 in the conversion of 2-propanol to acetone [721,722,898–
904]. In particular, Brinkley and Engel [900–902] examined the
photooxidation of 2-propanol on R TiO2(110) and (100) surfaces
in UHV, and concluded that O2 was necessary for photooxidation.
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Fig. 5.16. First order decay plots from changes in the C 1s integrated areas during
photooxidation of ethanol on R TiO2(110) at room temperature as a function of
several O2 pressures. Included are data from a background of H2 (7 × 10−7 Torr)
for comparison with that of the lowest O2 pressure.
Source: Adapted with permission from Jayaweera et al. [793].
© 2007, American Chemical Society.

Fig. 5.17. Steady-state (‘SS’) and transient (‘Trans’) yields of acetone and water
fromUV photooxidation of 2-propanol impinging on R TiO2(110) in a 7:1molecular
beam mixture of O2 + isopropanol (latter flux of ∼0.1 ML/s) as a function of the
surface temperature. The solid line represents the approximate surface coverage of
2-propanol as a function of surface temperature.
Source: Reprinted with permission from Brinkley and Engel [901].
© 1998, American Chemical Society.

In agreement with others [721,722], Brinkley and Engel found
that acetone poisoned the surface by site blocking. They showed
that the reaction rate was maximized by increasing the surface
temperature (as shown in Fig. 5.17) through which a balance was
achieved between removal of acetone from the surface (which
desorbs above room temperature) and retention of 2-propanol on
the surface (which desorbs at ∼400 K). As shown in Fig. 5.17, the
optimal temperature under the authors’ conditions was ∼350 K.

Other alcohols:Mechanistic studies on the photooxidation of other
alcohols on TiO2 include: 1-propanol [885], 1-butanol [885,905,
906], t-butanol [907–909], phenol [467,910–912], and poly-ols and
carbohydrates [572]. Of these, the photooxidation of phenol repre-
sents an unusual example of photooxidation over TiO2. Although
phenol is an important organic molecule in TiO2 photooxidation
studies (over eighty studies have utilized this molecule in the last
10+ years), there are surprisingly few studies on the mechanis-
tic details of its photooxidation (and none involving single crystal
TiO2 surfaces). The major intermediates in phenol photooxidation
Fig. 5.18. OH• addition reactions to the ring of phenol.
Source: Images fromWikipedia.

appear to be catechol (1,2-dihydroxybenzene) and hydroquinone
(1,4-dihydroxybenzene) [467,910–913] (Fig. 5.18). Hydroxylation
at the ortho and para positions is consistent with the electron do-
nating influence of the phenol’s OH group on the aromatic ring
(see [914] for a review Hammett constants and substituent effects
relating to phenyl ring reactions). Researchers have therefore pro-
posed that phenol oxidation on TiO2 involves OH• attack rather
than direct hole-mediated oxidation. However, there are nomech-
anistic details available on whether this reaction exhibits a pref-
erence for molecularly or dissociatively adsorbed phenol, and how
hole-mediated oxidation might proceed (e.g., in the absence of OH
groups).
Aldehydes

A few studies on acetaldehyde photooxidation over high
surface area TiO2 point to acetate as the immediate reaction
product [915–917], although details of what becomes of the
aldehydic hydrogen are sketchy. Jenkins and Murphy [514]
have examined acetaldehyde photooxidation on TiO2 with EPR
and found evidence for CH3C(O)OO• radicals, suggestive of O−

2
attack on either adsorbed acetaldehyde or an acetyl intermediate.
In a separate study, this group also detected evidence for
liberation of acetyl radicals during room temperature irradiation
experiments [918]. In a UHV study on R TiO2(110), Zehr and this
author [704] examined the photodecomposition of acetaldehyde
using TPD and PSD. Acetaldehyde exhibited no photoactivity in the
absence of coadsorbed oxygen, but followed the samemechanistic
pathway exhibited for acetone on this surface (see below), namely
formation of a diolate from a thermal reaction between oxygen
adatoms and acetaldehyde followed by photoactivation of the
C–C bond leading to ejection of a methyl radical into vacuum
and formation of a formate group on the surface. Acetate was
only detected as a minor thermal product of acetaldehyde,
presumably at surface defect sites. Mechanistic studies on higher
molecular weight aldehydes [514,915] and on formaldehyde [514,
917] are few. Photoreactions of formaldehyde are difficult to
follow mechanistically because the immediate reaction products
are rapidly converted to gaseous C1 products (i.e., CO2) duringmost
studies.
Alkanes and alkenes

The key issue with photooxidation reactions of alkanes and
alkenes on TiO2 is that these molecules do not bind strongly
to oxide surfaces. As a consequence, the first oxidation step is
likely to generate an intermediate that binds more strongly to
the surface than does the parent reactant. This situation exposes
the parent molecule to site blocking by its more strongly bound
reaction intermediates. The most extensively examined alkane on
TiO2 fromamechanistic perspective is cyclohexane [778,919–923].
Photooxidation of cyclohexane leads initially to cyclohexanol and
cyclohexanone, but not to cyclohexene or ring-opening products.
It appears that the former products result from not one but
multiple mechanistic steps [920,922,923]. For example, Brusa
and Grela [920] examined the photooxidation of cyclohexane
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Fig. 5.19. (Top) Ratio of cyclohexanol to cyclohexanone produced during
photooxidation of cyclohexane over TiO2 using 254 (triangles), 303 (circles), 330
(squares) and 366 (diamonds) nm light as a function of photon flux. (Bottom)
Photonic efficiencies for generating cyclohexanone from the data shown above.
Source: Reprinted with permission from Brusa and Grela [920].
© 2005, American Chemical Society.

on P-25 as a function of light intensity and wavelength. These
authors observed that the ratio of cyclohexanol to cyclohexanone
increased with increasing photon flux at several wavelengths in
the UV, as shown in the upper portion of Fig. 5.19. Brusa and
Grela proposed that higher carrier concentrations (resulting from
higher photon fluxes) favored cyclohexanol formation, and that
the mechanistic link was in the increased population of trap
states needed to generate species important in formation of the
alcohol. The effect was not due to the energy of the carriers (which
literature in Section 2 would suggest rapidly thermalize to the
band edges) as no wavelength dependence was observed in either
the cyclohexanol to cyclohexanone yield ratio or in the photonic
efficiencies (shown for cyclohexanone in the bottom portion of
Fig. 5.19). Boarini et al. [922] also proposed that cyclohexanol and
cyclohexanone resulted from separate reaction processes. These
authors used an OH radical scavenging agent to preferentially
eliminate OH during the reaction. They observed a decline in
cyclohexanol formation but little change in cyclohexanone. They
proposed that cyclohexanol was formed from reaction of a
cyclohexyl radical (generated by a hole-mediated process) with
OH, while cyclohexanone was formed from a reaction with an O2-
related species.

Mechanistic photooxidation studies on other alkanes and alke-
nes include: methane [924–926], ethylene [738], propane [927,
928], propylene [929–931], isobutene [929] and heptane [932].
Studies on methane illustrate the interesting diversity of alkane
photooxidation, where groups have observed selective oxidation
to methanol [924], methyl coupling to ethane [925,926] and car-
boxylation reactions [926].
Fig. 5.20. 1H NMR spectrum from an E (trans) and Z (cis) isomeric mixture of
2-formylcinnamaldehdye generated via photooxidation of naphthalene over TiO2 .
(Solvent: CDCl3).
Source: From Ohno et al. [949].

Aromatics
Three main types of simple aromatics (i.e., those without func-

tional groups) have been examined in photooxidation studies on
TiO2: benzene, toluene and polycyclics. There have been sev-
eral mechanistic studies on benzene [912,933–939], although this
molecule’s weak binding to oxide surfaces makes molecular stud-
ies difficult. Phenol and surface-bound phenoxy are the immediate
reaction products [933,935–938], as well as there being evidence
for hole-mediated oxidation pathways that do not pass through
phenol/phenoxy [912]. There are few details on the mechanism of
phenol formation from benzene other than suggestions that it in-
volves OH radical attack [936,938].

The initial action on toluene is at the methyl group, not the
aromatic ring, resulting in benzaldehyde as the first prominent
intermediate in the reaction [571,940–945]. A few groups [941,
943,946,947] have also detected small amounts of benzyl alcohol,
suggesting this species is a reaction intermediate between toluene
and benzaldehyde, as shown in Reaction 6:

C6H5–CH3 ⇒⇒ C6H5–CH2OH ⇒⇒ C6H5–CHO. (6)

Transitions between these species require multiple steps and/or
concerted processes involving either C–H bond cleavage plus
C–O bond formation (first step) or multiple C–H bond cleavages
(second step). The preference for oxidation at themethyl group (as
opposed to the ring) was examined by Coronado and Soria [760],
who detected in EPR at 77 K a C6H5–CH2–OO radical resulting
from O−

2 attack. The only observation of immediate action on
the ring was by Marcì et al. [946] who detected trace amounts
of p-cresol (HO–C6H4–CH3). Other groups have proposed that
the photooxidation of toluene requires surface OH groups [942,
944,945], most likely as binding sites for the parent, although
involvement of these sites in electron transfer cannot be excluded.
There is also some debate regarding whether or not benzoate,
formed from additional oxidation of benzaldehyde, acts as a poison
in the reaction [940,941,947].

Mechanistic studies of polycyclic aromatics, such as biphenyl
[948], naphthalene [949–952], anthracene [951] and pryene [953],
show similar trends as seen with benzene. Taking naphthalene
as an example, OH• attack to generate naphthols appears
to be the immediate mechanistic step in photooxidation of
these polycyclics [950]. Subsequent mechanistic steps result in
additional hydroxylation or in ring-opening events [949,950,
952]. An excellent example of this is from the work of Ohno
et al. [949] who used NMR to show that an immediate C–C
bond cleavage product of naphthalene photooxidation was 2-
formylcinnamaldehyde in both cis and trans, with the latter
favored as shown by 1H NMR (Fig. 5.20).
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Fig. 5.21. Comparison of the CO2 PSD spectra resulting from CO photooxidation
(using UV light) at 105 K on reduced (‘pre-annealed’) and oxidized R TiO2(110)
surfaces.
Source: Reprinted with permission from Linsebigler et al. [776].
© 1996, American Chemical Society.

Carbon monoxide
Photooxidation of CO to CO2 is a process that likely involves

electron transfer chemistry with an adsorbed O2 molecule rather
than with an adsorbed CO molecule. Mechanistic insights from
studies of CO photooxidation on high surface area TiO2 [783,
954–956] are complicated by both the weak binding of the
reactants (CO and O2) and product, and the apparent absence
of stable surface intermediates in the reaction. However, CO
photooxidation provides an ideal setting for examining the role
of various oxygen species in photooxidation reactions on TiO2,
and for exploring molecular dynamics and energy transfer during
heterogeneous photochemical reactions. Regarding the former
point, the Yates group [776,780,802,957] has invested considerable
effort in examining the role of oxygen in CO photooxidation on
the R TiO2(110) surface. Using knowledge obtained from detailed
studies on O2 photodesorption (see above), they performed CO2
photodesorption studies on various adlayers of CO and oxygen.
One of their key findings, shown in Fig. 5.21, was that CO2 was
only generated on the vacuum annealed (reduced) surface. These
authors also observed that only one form of molecularly adsorbed
O2 (the so-called ‘α’ form) was involved in CO photooxidation
and that neither dissociatively adsorbed O2 or lattice oxygen had
a direct role. The Yates group also observed that the effective
cross section for CO oxidation was approximately the same as that
for O2 PSD of the α-O2 species, suggesting that photoactivation
of this O2 species was the important step in CO photooxidation.
Based on wavelength specific studies, these authors indicated that
activation of α-O2 was via substrate excitation. Also, the absence
of CO oxidation on a fully oxidized TiO2(110) surface indicated
that surface electron density (i.e., trapped electrons or oxygen
vacancies) was needed to chemisorb the α form of O2. More
recently, the Wöll group [958,959] examined CO photooxidation
on TiO2(110) at 110 K using high resolution EELS (HREELS) and
FTIR. Their results largely concurred with those of the Yates
group. Wöll and coworkers estimated an effective cross section of
∼1 × 10−18 cm2 by monitoring depletion of the ν (CO) feature at
2190 cm−1 in a background of O2 while irradiating with 3.2 eV
light. They also detected adsorbed CO2 at 2345 cm−1 indicating
that not all product escaped the surface as a result of the reaction
at 110 K.

Recently, Petrik and Kimmel [960] examined CO photooxida-
tion on TiO2(110) using angle-resolved PSD and TPD. These authors
observed that CO2 generated photochemically desorbed in two
angular distributions peaked at ±40° from the surface normal to-
ward the surface ⟨11̄0⟩ directions (i.e., perpendicular to the bridg-
ing oxygen row direction). Absence of strong CO2 photodesorption
signal along the surface normal suggests that the product did not
thermalize with the surface during formation but retained some
degree of the characteristics of the key reaction coordinate, which
the authors (and others (957b) proposed involved O–O dissocia-
tion as the key step. A similar CO PSD angular distribution was ob-
served by Petrik and Kimmel, suggestive of unsuccessful oxidation
attempts that imparted energy sufficient for desorption along the
reaction coordinate.
Carboxylic acids

Surface carboxylates, formed from thermal decomposition of
carboxylic acids or as intermediates in reactions of other organics,
are both very stable on oxide surfaces and represent one of the
more interesting classes of molecules for photocatalysis studies
on TiO2. These adsorbates are also interesting probes in studies
of surface chemistry on single crystal TiO2 surfaces [566,700]. The
large volume of work on the photochemistry of these adsorbates is
sorted into the following categories: formic acid (formate), acetic
acid (acetate), trimethyl acetic acid (TMAA) and miscellaneous
organic acids.
Formic acid: The photooxidation of formate (from formic acid)
on TiO2 surface does not appear to pass through any detectable
surface intermediates before resulting in CO2 (or CO−

2 in some
cases) [715,733,769,790,961–963]. There is disagreement in the
literature regarding whether formate photodecomposes directly
by a hole-mediated pathway (Reaction 7),

HCOO− (a) + h+
⇒ CO2 (g) + H (a) (7)

or via indirect pathways such as OH radical attack (Reaction 8):

HCOO− (a) + OH• ⇒ CO−

2 (a) + H2O (a). (8)

Reaction 7 is also known as the photo-Kolbe reaction [964,965].
Differentiating between these two mechanisms is difficult in
gas–surface photooxidation studies, but in suspended systems
evolution of the CO−

2 anion can provide insights into the mecha-
nism. Perissinotti et al. [963] used spin traps to capture and quan-
tify the amount of CO−

2 formed from formate photodecomposi-
tion on TiO2 suspensions. They estimated that ∼30% of the mea-
sured formate photodecomposition resulted in CO−

2 , which the au-
thors assumedwas formed fromH atom abstraction by OH radical.
The remaining formate photodecomposition presumably evolved
as CO2 gas via direct hole-mediated reactions.

The influence of water on formate photodecomposition was
assessed by Liao et al. [715], who detected an enhanced rate of
formic acid photodecomposition (by roughly a factor of 2) when
water was present. They also observed that the per-molecule rate
of formic acid photodecomposition in O2 was roughly 53 times
greater when their TiO2 surface was saturated with the molecule
as compared to when only formate groups were present on the
surface (under dry conditions with no OH groups retained on
the surface). These results suggest that a pure hole-mediated
reaction in the formate case may not be as favorable as when
hydrogen-bonding interactions are available (either from water
or a hydrogen-bonded overlayer of formic acid). (Interestingly,
no such distinction between the carboxylate and the parent
acid was observed in the acetic acid case [966].) Muggli and
Backes [962] found that water did not displace adsorbed formate
from the surface to the extent that it hindered photooxidation (as
seen for other organics, see below). Regarding the involvement
of O2, most groups have found that O2 improved formic acid
photodecomposition rates, but Lee and Falconer [769] proposed
that formic acid could be photodecomposed on TiO2 in the absence
of O2 using lattice oxygen. From a charge balance perspective, this
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would require reduction of the surface since O2 was not present
as an electron scavenger. These authors showed that O2 could be
adsorbed subsequently in the dark, indicating the generation of
reduced surface sites.

Acetic acid: Fundamental study of acetic acid (or adsorbed ac-
etate) photodecomposition on TiO2 is considerably more straight-
forward than the case of formic acid (formate). Groups have
undertaken mechanistic studies of this adsorbate on both sin-
gle crystal [701,777,967–969] and high surface area [734,790,966,
970–973] TiO2. Starting with the latter case, Nosaka et al. [734]
have proposed both hole-mediated and OH•-mediated photode-
composition mechanisms for adsorbed acetate. Using EPR, these
authors observed CH3 radical production from a photo-Kolbe re-
action involving hole-mediated oxidation of acetate. They also de-
tectedCH2COOH• radicals resulting fromOH• attack on themethyl
C–H bonds. Support for the former reaction was obtained from ob-
servations of small amounts of CH4 and C2H6 as products [966,
970,972], although formation of oxygenates as well may point to
the latter reaction [970,971]. Isotopic labeling studies by Muggli,
Falconer and colleagues [966,971,973] have provided additional
insights into the photooxidation reaction. These authors observed
that the evolution of CO2 containing the carboxylate carbon was
prompt. In contrast, CO2 evolution from the methyl carbon was
delayed, and proceeding through surface intermediates (such as
methoxy, formaldehyde and formate) that lead to CO2 only when
O2 was present.

The Idriss group has examined the photooxidation of acetic acid
over the R TiO2(110) [777], TiO2(011) [969] and TiO2(001) [967,
968] surfaces under UHV conditions. The latter surface, which
exhibits two reconstructed terminations (see Section 7.2.3), was
shown to photodecompose acetate via a photo-Kolbe reaction that
yielded H2O, CO2, CH4 and C2H6 as products. Increasing the O2
pressure favored ethane and significantly inhibited CH4 formation,
in agreement to what was seen on high surface area TiO2 [966,
970,972]. This trend suggests that maintaining an oxidized surface
favors CH3 radical combination, while a reduced surface favors
reaction of CH3 radicals with surface OH groups to form CH4.
On the TiO2(110) surface, Idriss et al. [777] observed significant
attenuation of surface acetates in XPS from UV irradiation in 10−6

to 10−7 Torr O2, however no attenuation was observed in the
absence of O2. A similar result was noted by this author [701] for
compressed overlayers of acetate and acetone in the presence of
5 × 10−7 Torr O2, a situation in which O2 was unable to gain
access to the surface.While an effective photodecomposition cross
section of 6–8×10−18 cm2 for acetatewasmeasured by Idriss et al.
in backgroundO2 [777], the effective cross section observed by this
author was <10−24 cm2 in UHV [974]. Based on studies described
below for trimethyl acetate photodecomposition, the role of O2 in
the acetate case is likely to be more than just electron scavenging,
which points to the possibility of indirect processes.

Trimethylacetic acid: Fundamental studies on the photodecomposi-
tion of trimethyl acetic acid (TMAA) on TiO2 single crystal surfaces
have provided unique insights into single electron transfer pho-
tooxidation events. This author, Onishi and colleagues [202,515,
541,543,700,720,975,976] have extensively examined the chem-
istry and photochemistry of trimethyl acetate on R TiO2(110) us-
ing PSD, TPD, EELS and STM, and more recently on A TiO2(001) by
Ohsawa et al. [290,542] using PSD and STM. As with other organic
carboxylic acids, TMAA thermally decomposes on R TiO2(110) to
generate trimethyl acetate (TMA) groups and an acid proton de-
posited on a Obr site. The TMA group is an attractive probe for sur-
face photochemistry on TiO2 surfaces for several reasons. First, it
binds strongly to TiO2 surfaces at room temperature, thermally de-
composing at temperatures above 550 K to mainly isobutene, wa-
ter and CO. Second, it forms a well-ordered (2 × 1) overlayer on
Fig. 5.22. Reaction scheme for both redox processes associated with photodecom-
position of trimethyl acetic acid (TMAA) on the R TiO2(110) surface.
Source: Reprinted with permission from Henderson et al. [202].
© 2003, American Chemical Society.

R TiO2(110) in which each carboxylate bridges two surface Ti4+
sites. The carboxylate does not diffuse across the surface at room
temperature [700], which facilitates use of STM for probing its
structure, surface chemistry and surface photochemistry. Finally,
and perhaps most importantly, its surface photochemistry is be-
lieved to occur via a single electron transfer event, as shown in
Fig. 5.22 [202]. A hole reacts with the carboxylate via the photo-
Kolbe mechanism [964,965] and the excited electron is trapped
at a surface OH group in the absence of gas phase O2 (see be-
low). The kinetics were fast under UHV conditions (cross section
of ∼10−18 cm2), but not too fast for convenient study. At room
temperature, the products of the single electron transfer photode-
composition of TMAwere gaseous (CO2, isobutene and isobutane),
leaving no surface products (other than the acid proton). This lat-
ter trait allows real-time analysis of specific photodecomposition
events using STM, as well as monitoring of global kinetics using
PSD. (Conversely, if photolysis is performed at 100 K, the surface
becomes populated with t-butyl groups and CO2, both of which
desorb at higher temperature, the former after disproportionating
to isobutene and isobutene.)

Hole-mediated photodecomposition of TMA results from elec-
tron transfer from the carboxylate’s π system to a VB hole, re-
sulting in opening of the O–C–O bond angle and cleavage of the
(CH3)3C–C bond. This process does not require gas phase oxygen
as the photoexcited electrons are trapped by the surface, as shown
by EELSmeasurements of Fig. 5.23 [202]. Trace (a) shows the spec-
trum for a TMA saturated overlayer on the oxidized TiO2(110) sur-
face in which there was no evidence for Ti3+ surface sites. As the
surface was irradiated with UV light, the signature of surface Ti3+
(at 0.8 eV) grew in. The intensity of this signal (calibrated from
the vacuum annealed surface signal) was linear with respect to
the PSD yields of CO2 and isobutene, although not 1:1, indicating
a correlation between the two half reactions (excited electron and
VB hole). Subsequent exposure to O2 diminished the signal from
trapped electrons, as expected.

The presence of gas phaseO2 accelerated the reaction by rapidly
titrating off trapped electrons [202,515,541], but also altered the
direction of the reaction. The rate acceleration effect was seen both
in STM (Fig. 5.24) and in PSD (Fig. 5.25). Starting with a near-
saturated surface, STM showed that the initial rate at which TMA
molecules ‘disappeared’ (were photodecomposed) was slow, as
shown by (a) and (b) in Fig. 5.24. After sufficient decomposition
occurred allowing O2 access to the surface, voids opened in the
TMA adlayer and rapidly expanded to deplete the terraces of
TMA (images (c) through (e)). During this process, new features
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Fig. 5.23. EELS spectra from saturation trimethyl acetic acid (TMAA) on the
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Source: Reprinted with permission from Henderson et al. [202].
© 2003, American Chemical Society.

were detected by STM (see expanded region of image (d)) that
were assigned to water- and oxygen-related species formed from
reactions of O2 with surface Ti3+–OH− groups (see Section 5.2.1).
TheO2-induced acceleration effectwas also apparent in the ‘global’
reaction kinetics shown by isobutene PSD in Fig. 5.25. In the
absence of O2, the rate resembled first order decay kinetics (black
trace), and STM showed a more-or-less random removal of TMA
groups (see image labeled ‘hydrophobic’ in Fig. 5.26). As oxygen
was emitted, the initial rate increased and a ‘hump’ developed at
latter times which became more prominent and moved to shorter
times as the O2 pressure was increased. The ‘hump’ corresponded
to the rate acceleration observed in STM at the point that O2 gained
access to the surface.

Fig. 5.26 [541] shows that a selectivity change occurred in TMA
photodecomposition commensurate with the acceleration effect
seen in STM and PSD. The plots to the right in Fig. 5.26 show the
Fig. 5.25. Isobutene photodesorption signals during TMA photodecomposition on
R TiO2(110) as a function of O2 background pressure.
Source: Adapted with permission from Uetsuka et al. [515].
© 2004, American Chemical Society.

isobutene fractional yield (obtained from tracking the isobutene
and isobutene PSD signals) as a function of irradiation time for
identically prepared saturation TMA overlayers, but with different
gas phase pressures of O2 during irradiation. As indicated to the left
of the plots, the y-axis value of ‘1’ corresponded to 100% isobutene
expressed by Reaction 9:
(CH3)3CCOO− (a) + 1/2 O2 (g) + h+

⇒ (CH3)2CCH2 (g) + CO2 (g) + OH (a). (9)
In contrast, the y-axis value of ‘0.5’ corresponded to a 50:50
mixture of isobutene (‘ene’) and isobutene (‘ane’) according to
Reaction 10:
2(CH3)3CCOO− (a) + 2h+

⇒ (CH3)2CCH2 (g) + (CH3)3CH (g) + 2CO2 (g). (10)
In the absence of O2, the reaction selectivity settled in with
stoichiometry reflective of Reaction 10. Under these conditions,
a b c

ed

Fig. 5.24. STM images (88 × 88 nm) from UV irradiation of a saturated TMA-covered R TiO2(110) surface in 1 × 10−7 Torr O2 at 280 K. (a) TMA prior to UV, and after UV
irradiation for: (b) 10, (c) 15, (d) 20 and (e) 30 min. Expanded image of ‘d’ shows unreacted TMA groups and OH species. Images were recorded in the dark. (Sample bias
voltage: +1.5 to +2.0 V; tunnel current: 0.4 nA.)
Source: Adapted with permission from Uetsuka et al. [515].
© 2004, American Chemical Society.
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STM showed random decomposition of TMA. With O2 present, the
‘ene’ to ‘ane’ selectivity initially tracked that of the anaerobic case,
but abruptly shifted toward ‘ene’ at the points at which the rate
acceleration was observed, that is, when the voids opened in the
(hydrophobic) TMA adlayer. Taken together, these data suggest
that establishment of hydrophilic domains which permit access of
O2 to the surface can facilitate both rate acceleration and selectivity
changes during organic photooxidation reactions on TiO2 surfaces.
Based on the TMA case, it is likely that establishment of similar
hydrophobic–hydrophilic domains could govern the kinetics and
reaction pathways in other organic photooxidation reactions,
with the overall kinetics having a complicated dependence on
the rates of O2 and organic arriving at the surface, and the
surface coverages of hydrophilic (e.g., water) and hydrophobic
(e.g., organic fragments) products and intermediates.

TMA has also been used as a probe molecule for gauging
photochemistry on theATiO2(001) surface. Ohsawaet al. [290,542]
examined the role of N-doping in initiating visible light activity on
TiO2 surfaces (discussed in Section 1). The A TiO2(001) surface is
known to reconstruct into a (4 × 1)/(1 × 4) ‘ridge-and-trough’
structure [977–979], which limits the ability of STM to imaging
adsorbates bound in the troughs [980]. Fig. 5.27 shows STM images
from TMAbound to ridge sites on the A TiO2(001) surface, followed
by depletion of the TMA surface coverage during anaerobic UV
irradiation, similarly to what was seen on the R TiO2(110) surface.
The convenience of following TMA photodecomposition processes
in STM or PSD has allowed for a direct comparison of the
photoactivities of A andR on a per-molecule basis (see Section 7.1.2
below). From these data, the authors were able to show that the
hole-mediated decomposition of TMAproceededwith greater than
or equivalent per-molecule rates on R TiO2(110) compared to A
TiO2(001).

Miscellaneous carboxylic acids: An interesting class of organic acids
in photocatalysis reactions on TiO2 are the dicarboxylic acids
which, as the name indicates, have two carboxylate groups avail-
able for simultaneous interactions with the surface. Studies of the
photodecomposition of these species are generally restricted to
non-vacuum deposition methods because of their very low vapor
pressures. Photodecomposition of oxalic acid, the smallest dicar-
boxylic acid, is widely employed in TiO2 photocatalysis studies.
Mendive and coworkers [981–983] examined the structure and
photodecomposition of oxalate and oxalic acid on TiO2 both ex-
perimentally and theoretically. They observed multiple adsorp-
tion states of the molecule depending on the degree of O–H bond
cleavage, and interconversion of the various forms during photon
exposure.

Mechanistic photochemistry studies exist on several higher
molecular weight dicarboxylic acids, in particular C3 malonic acid
[984,985], C4 succinic acid [985], and the two C4 alkene isomers
(maleic and fumaric acids) [986] which can be photochemically in-
terconverted. As an example, Dolamic and Bürgi [985] examined
photodecomposition of malonic and succinic acids on colloidal
P-25 using attenuated total reflectance IR (ATR-IR). They concluded
that photodecomposition proceeded through a photo-Kolbe reac-
tion that shortened the chains by one C unit to the next smallest
dicarboxylate. The reactions occurred at a slower rate in the ab-
sence of dissolved O2.

Other interesting carboxylic acids for which mechanistic pho-
tochemistry studies have been conducted on TiO2 include C3–C5
straight chain [790,987] and branched [988] alkyl acids, stearic
acid [989,990], benzoic acid [991], and multifunctional carboxylic
acids such as glyoxylic acid [992] and salicylic acid [993]. In a
study of benzoate photodecomposition on TiO2, Ajmera et al. [991]
found that thismolecule did not decarboxylate via a hole-mediated
(photo-Kolbe) mechanism, but displayed ortho and para addition
of OH to the phenyl ring in the same manner as seen for pho-
tooxidation of phenol (see above). This points both to the inher-
ent stability of the phenyl-COO− bond resisting electron extraction
from the carboxylate’s π system and to the involvement of an in-
direct (OH•-driven) mechanism. In the alkyl systems, Serpone and
coworkers [790,988] have shown that one can use chain length or
branching to predict how rapid an alkyl carboxylate will decom-
pose and what the reaction intermediates might be. Also, packing
of alkyl carboxylates on a TiO2 surface has been shown to influ-
ence the photodecomposition of both short and long chain car-
boxylates [989,990].
Halocarbons

Halocarbons are a diverse and widely-considered class of pho-
tooxidation molecules examined on TiO2. The photodecomposi-
tion mechanisms of these molecules are complicated and (in some
cases) controversial because free radical reactions appear to play
important roles along side those of direct reactions with charge
carriers. Contributions from water, spanning the conditions of
gas phase to aqueous, also complicate determinations of reaction
mechanisms.
C1 halocarbons: Despite having only one carbon center, the pho-
tooxidation reactions of CCl4, CHCl3, CH2Cl2 and CH3Cl over TiO2
are complex. A wide variety of reaction products and intermedi-
ates have been observed, including phosgene, formyl chloride, CO,
CO2, more-chlorinated C1 species, non-chlorinated C1 fragments
(e.g., formaldehyde, methoxy) and chlorinated C2 species [994–
999]. Formation of more-chlorinated species (e.g., CH2Cl2 from
CH3Cl photooxidation [994]) suggests a radical propagation mech-
anism [994,995,1000]. Stark and Rabani [1000] showed that the
quantum yields of chloride formation for CCl4 photodegradation
in both aerated and deaerated conditions exceeded unity, indi-
cating extensive radical chain reactions. Evidence for C1 radicals
was obtained by Choi and Hoffmann [1001] using radical trap-
ping techniques. These authors showed that dichlorocarbene and
trichloromethyl radical were intermediates in the photodecompo-
sition of CCl4 over suspended TiO2. The authors’ kinetic analysis
suggested that a two-electron transfer process was key to forma-
tion of the dichlorocarbene intermediate.

O2 significantly enhances C1 halocarbon photodecomposition
reactions [994,998]. Water/OH may not be necessary in some
cases [994], although build-up of surface chloride was detected in
non-aqueous conditions [1002]. Calza et al. [996,997] found that
the rate limiting half reaction step depended on the C1 halocarbon.
They observed that CCl4 degradation proceeded mainly via a
reductive pathway (O2 not needed), whereas CH2Cl2 degradation
was mainly via oxidative channels. Both oxidative and reductive
pathways were observed for CHCl3. The reactivity trend was
CCl4 > CHCl3 > CH2Cl2.
Trichloroethylene: This molecule is perhaps the most extensively
studied halocarbon in the TiO2 photocatalysis literature. As in the
case of C1 halocarbons, the possibility of radical chain reactions
results in complex redox chemistry for trichloroethylene (TCE).
A wide variety of chlorinated C1 and C2 products have been
detected [718,1003–1012], with dichloroacetyl chloride being
the most frequently observed ‘direct’ immediate product of TCE
photochemistry [718,1003–1005,1007,1009–1011]. However, the
mechanism for formation of this intermediate is not clear. Fan
and Yates [718] studied the photooxidation of TCE on P-25 using
FTIR with emphasis on the role of water. As shown in Fig. 5.28,
they observed isotopic shifts in the various O-containing products
based on the O2 isotope used. However, when 18O2 and H16

2 O
were employed together these authors did not detect an isotopic
contribution to the products fromH16

2 O. For example, the phosgene
ν (C=O) stretching region (∼1800–1850 cm−1) only possessed
signal for the 18O=CCl2 species when the 18O2 +H16

2 O gas mixture
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Fig. 5.26. Correlations between STM images (left) and isobutene fractional PSD yields (isobutene/(isobutene + isobutene)) evolving during photodecomposition of TMA on
R TiO2(110) in various O2 pressures (right). Blue arrows indicate that approximate points at which the STM images were recorded. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)
Source: Adapted from Henderson et al. [541].
Fig. 5.27. STM images for the TMA-covered A TiO2(001) surface: (a) prior to UV irradiation, and (b–d) after 0.7, 1.0 and 2.0 hr UV exposures in UHV, respectively. (Images
are 40 × 40 nm.)
Source: Reprinted with permission from Ohsawa et al. [542].
© 2008, American Chemical Society.
was employed. Based on these results, Fan and Yates proposed
that photooxidation occurred through a hole-mediated pathway
and that molecular oxygen was involved in oxidation steps. In
agreement with these results, other groups have shown that O2 is
essential in TCE photooxidation [1003,1004,1009]. Whether O2 is
needed to scavenge electrons or to participate directly in reactions
with TCE is unclear. Recent work by Chatterjee et al. [1013]
suggests that TCE photodegradation can proceed in the absence of
VB holes bymeans of radicals generated from electrons injected by
excitation of dye sensitized TiO2.

Other groups have proposed that water is an important in-
gredient in TCE photooxidation [1006,1014], perhaps not neces-
sarily in the first step of photooxidation but in assisting in the
removal of strongly bound surface species that might interfere
in the reaction [718,1008,1009]. For example, chloride not only
blocks surface sites, but it also shifts the reaction selectivity away



M.A. Henderson / Surface Science Reports 66 (2011) 185–297 239
Fig. 5.28. Oxygen isotopic shifts in FTIR for various oxygen-containing species
liberated during UV photodecomposition of trichloroethylene (TCE) over TiO2 in:
(a) 16O2 , (b) 18O2 , and (c) 18O2 + H16

2 O.
Source: Reprinted with permission from Fan and Yates [718].
© 1996, American Chemical Society.

from full mineralization toward formation of more-chlorinated
reaction products. Hung and Marinas [1006] have shown that
higher chlorinated products (such as hexachloroethane, pen-
tachloroethane and tetrachloroethylene) were formed preferen-
tially to chlorinated C1 products when the O2 partial pressure was
decreased. The total TCE conversion also rapidly dropped at low
O2 concentrations. Prechlorination of TiO2 surface has also been
shown to increase yields of chlorinated fragments in TCE photoox-
idation [1012]. Yamazaki et al. [1015] considered the impact of
residual surface Cl on the conversion of TCE to final products. They
observed that surface Cl was able to chlorinate ethylene, an obser-
vation that points to the need to remove it from the surface. They
also showed that the reaction between TCE and OH radicals was
the thermodynamically preferred pathway over that of Cl radical
attack.
Fluoro-, bromo- and iodo-hydrocarbons: The photoreactions of
brominated or iodinated hydrocarbons over TiO2 differ from those
of chlorocarbons in two noteworthy ways. First, these molecules
are open to both substrate-mediated electron transfer processes
and intramolecular UV photoabsorption events (whereas chloro-
carbons only experience the former with typical UV sources). Sec-
ond, the radical chain reactions seen for chlorinated hydrocar-
bons do not appear to occur for brominated or iodinated hy-
drocarbons. However, similarities with the chlorocarbons do ex-
ist. For example, Calza and coworkers [1016] found that pho-
todegradation of CBr4, CHBr3 and CH2Br2 over TiO2 exhibited the
same reductive/oxidative preferences as seen for their chlorinated
counterparts (see above). Namely, that both brominated and non-
brominated intermediates were observed, and the preference for
reductive degradation decreased in the series CBr4 to CHBr3 to
CH2Br2. Gas phase O2 was shown to be essential in the photode-
composition reactions of CH2I2 and C2H5I over TiO2, with various
oxygenates detected by FTIR [1017,1018].

The most extensive work involving photochemical processes of
brominated or iodinated hydrocarbons on a single crystal TiO2 sur-
face was done by the Stair, Weitz and coworkers [680–683,754,
755]. These authors examined the photochemistry of methyl io-
dide and methyl bromide on R TiO2(110) using 257 and 320 nm
laser light. Direct, intramolecular excitations (typically involving
transitions between non-bonding to antibonding σ ∗ states) did
not result in surface photochemistry, with all yields and photodes-
orption profiles pointing to substrate-mediated processes. This
observation indicated that direct excitation of these adsorbates
was rapidly quenched by electronic coupling with the TiO2 sur-
face. However, these authors detected photodesorption of parent
molecules occurring through an Antoniewicz-like desorption pro-
cess (see Fig. 3.10) in which transient electron attachment elec-
trostatically drew the resulting CH3X− species toward the surface
and back-electron transfer then put the neutralized CH3Xmolecule
high on the repulsive region of its potential energy surface lead-
ing to desorption. Little or no C–Br cleavage was detected and the
extent of C–I bond cleavage was severely limited in the methyl
iodide case by rapid back-electron transfer. White and this au-
thor [757] extended this approach to the study of t-butyl iodide
photochemistry on R TiO2(110), with much the same results. The
main pathway observed was photodesorption of the parent, most
likely via a substrate-mediated Antoniewicz-like process. A sec-
ondary pathway of C-I bond cleavage to t-butyl and I was also
detected, with the former decomposing to isobutene at 100 K.
These R TiO2(110) results suggest that photodesorption events in-
volving parent halocarbons (occurring via rapid electron attach-
ment–detachment processes) may have a role in regulating and
limiting coverages of halocarbons on TiO2 surfaces. Finally, Zehr
and coworkers [703,1019] found that fluorine-substituted ace-
tones undergo significant variations in the photodecomposition
pathway of acetone on R TiO2(110) (which is discussed in detail
below) presumably due to changes in the C–C bond strengths and
electronic structure of acetone as a result of fluorination.
Ketones

Mechanistic studies of ketones on high surface area TiO2
have primarily involved acetone [228,701,753,758,759,775,892,
899,1020–1022], with fewer studies on butanone or higher molec-
ular weight ketones [744,758,1023–1026]. Acetone is a useful
probe molecule because it binds to most oxide surfaces in mainly
one adsorbed structure, an ‘η1’ configuration involving coordina-
tion to a surface cation through a lone pair on the oxygen. Acetone
also exhibits minor adsorption pathways via surface condensation
reactions that are potentially important in photocatalysis on TiO2
[775,899,1020,1021]. For example, two acetone molecules have
been shown to react according to Reaction 11 to form mesityl ox-
ide.

2(CH3)2CO ⇒ CH3C(O)CH=C(CH3)2 + H2O. (11)

While some groups [775,899,1021] proposed that condensates
constitute the major pathway in acetone photodecomposition on
TiO2, Luo and Falconer [1020] proposed that acetone condensates
contributed to catalyst deactivation because these species are not
as photochemically reactive as molecular acetone.

The mechanistic complexities of acetone photooxidation have
receivedmuch attention. The initial step in acetone photooxidation
on P-25 has been probed by theMurphy group [758,759] using EPR
at low temperatures. At 100 K, they detected a CH3C(O)CH2OO•

species that decomposed to EPR-silent products above 150 K.
These authors proposed that hole-mediated reactions generated
the CH3C(O)CH2• radical (withH+ transfer to the surface) followed
by subsequent reaction of the radical with O2. The authors also
proposed that electron-mediated processes might be responsible
for formation of the CH3C(O)CH2OO• radical. For example, Lv
et al. [1022] modeled acetone photooxidation on the (1 ×

1) structure of A TiO2(001) (unreconstructed) using QMMD in
the tight-binding approximation. These authors found that the
reaction of ‘free’ OH with adsorbed acetone led to H atom
abstraction and formation of a CH3C(O)CH2• species. Product
variations as a function of time were monitored using FTIR by
Coronado et al. [892]. They observed four major intermediates
from acetone photodecomposition on TiO2: acetate, formate,
acetaldehyde and formic acid that increased in yield at roughly
similar rates, accompanied by a mirrored decrease in the acetone
and surface OH signals. These authors suggested that ‘‘. . . acetone
molecules break after the attack of the photogenerated charge carriers
to yield a two-carbon molecule and a single carbon one’’. In other
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words, the first mechanistic step is aimed at a C–C bond. Similar
distributions of C1 and C2 species have been detected by other
groups [228,1021].

This author [701,753,851] examined the photodecomposition
of acetone on the R TiO2(110) surface under UHV conditions
using TPD, PSD and HREELS. The most stable form of adsorbed
acetone (the η1 species)was found to be photo-inactive under UHV
conditions, possessing a photodecomposition cross section of <
10−24 cm2 (the experimental limit of those studies). In contrast, the
gas phase photochemical fragmentation cross section of acetone in
the UV has been estimated at ∼10−22 cm2 [1027]. Based on this
observation, this author concluded that the TiO2 surface quenched
internal excitations of adsorbed acetone, as was the case for
halocarbons on this surface (see above). However, photoactivity
was observed when η1-acetone was thermally converted (in
the dark) to an acetone diolate via reaction with a coadsorbed
oxygen species (likely the O adatom). The acetone diolate species
was more stable on the R TiO2(110) surface than acetone, and
required only a ∼10 kJ/mol barrier for formation from the parent.
In the absence of UV light, the diolate thermally decomposed
back to acetone (and an adsorbed O atom) with no ‘memory’ of
which O the acetone molecule came to the surface. Exposure of
adsorbed acetone diolate on R TiO2(110) to UV light resulted in
photodecomposition via a substrate-mediated process (likely hole-
mediated) that ejected methyl radicals into the gas phase and left
acetate groups on the surface. Fig. 5.29 [753] shows CH3• PSD
profiles for a set coverage of acetone (0.18 ML) adsorbed on R
TiO2(110) with various pre-exposures of O2. No photodesorption
(or photochemistry) was observed without O2, but the CH3• yield
increased in a sharp PSD feature with small pre-exposures of O2.
A comparison between the photochemistry of acetone on TiO2
powders and on the TiO2(110) surface suggests that ejected C1
radicals seen in the latter may be (partially) responsible for the
C1 surface fragments seen in the former. For example, ejected CH3
could react on the pore walls to form formate or formaldehyde.
Shen and this author [756] have shown that these CH3 radicals
react with ice overlayers to form methane and ethane.

The combined thermal and photochemical pathway of acetone
photodecomposition on R TiO2(110) is illustrated in Fig. 4.1
for a generalized organic carbonyl molecule (with CH3 groups
replaced by R1 and R2 groups). This mechanism was the only
photochemical process observed for acetone and for various
other organic carbonyls on the R TiO2(110) surface under UHV
conditions. For example, butanone photodecomposed through
ethyl radical ejection from a butanone diolate, leaving acetate on
the surface [702]. Similarly, irradiation of adsorbed acetaldehyde
diolate lead to methyl radical ejection and formate left on the
surface [704]. (In neither case was photochemistry observed
without formation of the respective diolate.) In these cases, the
weaker bond was broken leaving the more stable carboxylate
species on the surface. This trend suggests a thermodynamic
driving force [1028]. However, the case of trifluoroacetone [703],
where a partitioning existed between cleavage of the stronger
C–CH3 in some cases and cleavage of the weaker C–CF3 bond in
others, suggests that dynamics in the excited (neutralized) diolate
also plays a role.

Nitrogen-containing molecules
While many of the most commonly studied N-containing

molecules are also multifunctional, possessing more than one
functional group that comes into play during electron transfer
processes (e.g., nitrophenols and amino acids), there are several
N-containing molecules in which N serves as the focal point for
the photooxidation process. Calza and coworkers [32] provided a
valuable overview of the photochemistry of N-containing organics
on TiO2 surfaces that shows that the mechanistic fate of N
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is often diverse. For many N-containing molecules, there is
potential for both photoreduction and photooxidation to occur
under the same reaction conditions. This interesting aspect of N-
containing molecules is briefly touched on below in a section on
multifunctional molecules, but can also be seen by comparing
the photooxidative behaviors discussed in this section with the
photoreduction events discussed in Section 5.3.
Nitric oxide: NO is the simplest N-containing molecule studied
in TiO2 photocatalysis. Although it is generally considered as
a reactant in photoreduction reactions (see Section 5.3) or in
selective oxidation of ammonia (see below) and organics [1029],
there have been reports of its photooxidation to adsorbed
nitrates [1030–1034].
Ammonia: The photochemistry of NH3 (or NH+

4 ) on TiO2 is
potentially important in the selective reduction of NOx species
(to N2), but surprisingly has not been widely studied from
a mechanistic viewpoint. Yamazoe et al. [557,1035,1036] have
published several papers on NH3 photooxidation on TiO2 from the
perspective of promoting selective NO reduction. These authors
found that NH3 binds strongly to Lewis acid sites (Ti4+) on TiO2
surfaces, and that UV irradiation resulted in NH2• signals in EPR.
These observations are supported by previous work from Chuang
et al. [1037]. Yamazoe and coworkers proposed that NH2• radicals
were formed fromdirect hole transfer to adsorbedNH3. Production
of N2 resulted from a series of thermal reactions between adsorbed
NOx species (formed from NO adsorption) with NH2•. The NH3 +

NO reaction also could be stimulated using visible light based
on data from action spectroscopy. Using DFT calculations of NH3
adsorbed on A TiO2(101), these authors proposed that the visible
light activity resulted from exciting an electron from a N 2p state
on NH3 to a Ti 3d CB state, similar to what is proposed for N-doped
TiO2 (see Section 1).

Zhu et al. [1038,1039] have examined the photooxidation of
NH3/NH+

4 over suspended TiO2. These authors concluded that the
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Fig. 5.30. Reaction scheme for the thermal and photochemical reactions of
acetonitrile on TiO2 surfaces.
Source: From Chuang et al. [1046]. Reproduced by permission of the PCCP Owner
Societies.

rate limiting step was photooxidation to nitrite and not that of
nitrite to nitrate. They also concluded that pH dependence in this
reaction was due to natural solution phase equilibrium between
aqueous NH3 and NH+

4 , and not due to any electrostatic repulsions
at low pH between NH+

4 and the positively charged TiO2 surface.
This conclusion led the authors to propose that adsorbed NH3, and
not adsorbed ammonium ion, was the key reactant. These findings
were similar to those by Kim and Choi [1040] who examined
photooxidation of a series of protonated and neutralmethylamines
(see below).

Cyanide: Photooxidation of cyanide ion over TiO2 surfaces appears
to follow a mechanistic pathway through cyanate (OCN−), most
likely via a direct hole-mediated mechanism that generates
cyanide radicals [1041–1045]. The mechanism by which the
cyanide radical bonds to an oxygen-containing species is not
known, although several groups have speculated on the role of
hydroxyls in this process.

Acetonitrile: Both molecular and dissociative forms of acetonitrile
(CH3CN) result from its exposure to TiO2 surfaces. Both forms
appear to play a role in photooxidation of this molecule.
Several groups have used vibrational spectroscopy to show that
CH3CN binds molecularly to Ti4+ sites and dissociatively through
the influence of surface OH groups [772,1046–1049]. Chuang
et al. [1046] have shown that the latter adsorption process results
in CH3C(O)NH2 and CH3C(O)NH surface species, most likely with
the N coordinated to a surface Ti4+ sites and a surface OH having
attacked the cyanide C atom. As shown in Fig. 5.30, Chuang et al.
proposed that these species photodecompose on the surface to
adsorbed CH3COO−, HCOO−, NCO and CN-containing species. In
contrast, both Chuang et al. [1046] and Zhuang et al. [772] have
shown that photochemical attack on molecularly adsorbed CH3CN
occurred at the methyl group and not at the cyanide end of the
molecule. The latter research group has also shown that O2 was
necessary, but that water was not involved.

Alkylamines: A few groups have examined the mechanisms for
the photooxidation of alkylamines on TiO2, including those for
various methylamines [1040,1050,1051], for triethylamine [784,
1052] and for 1-butylamine [906]. Kim and Choi [1040]
examined the photooxidation of a series of methylamines from
monomethylamine to tetramethyl ammonium ion. By varying pH,
they found that the neutral amines reacted more readily than the
protonated amines, leading this authors to propose that OH• attack
on the N lone pair was the initial reaction step. The ‘odd-man-
out’ in this series was tetramethyl ammonium ion, which does not
have a N lone pair to protonate. In this case, OH• attack involved H
abstraction from a methyl, leading to de-methylation.
Phosphorous- and sulfur-containing molecules
One of the general conclusions from studies on the photooxi-

dation of organophosphorus compounds on TiO2 is that the oxi-
dized phosphorus product (usually a phosphate) tends to poison
the surface during gas phase reactions [719,1053–1056], but does
not in buffered solution phase settings [1057–1059]. This simple
observation suggests that adsorbed phosphates can be hydrated
and removed from the surface into solution. In fact, TiO2 photoac-
tivity lost in gas phase applications due to phosphate build-up can
be recovered by washing the catalyst [1054]. The mechanism(s)
by which this happens is not clear. In terms of organophosphate
photooxidation, studies seem to indicate that phosphonate (P–C)
linkages are more stable against photooxidation than are phos-
phoester (P–O–C) linkages [1053,1054,1056,1058,1059]. This sug-
gests that organic ligands on P-containing molecules are the main
points of photooxidation activity and not the P atom itself [1060].
P–F bonds appear to be more susceptible to hydration than to
photooxidation [1055,1056]. As with many organic molecules on
TiO2, high surface coverages of organophosphates also appeared to
block access of O2 to the surface, thus limiting photooxidation rates
[719,1060].

In photoreactions of organosulfides on TiO2, charge carrier
or OH• attack on the organic substituents leading to cleavage
of the C–S bond appears to be key. This has been shown
in studies on a variety of simple organosulfides, including:
CH3SH [1061], (CH3)2S [1062–1065], (CH3CH2)2S [1066,1067], and
thiophenes [1064,1068], as well as more complex organosulfides
such as chemical warfare simulants (like 2-chloroethyl ethyl
sulfide) [771,1069–1075]. As in the case of P-containingmolecules,
there is concern about the TiO2 surface becoming contaminated
with S-containing products (namely sulfate) [1063,1067,1076–
1080]. Studies on the photooxidation of SO2 [1077,1078,1080] or
H2S [1076,1081,1082] have also shown a tendency for the TiO2
surface to accumulate surface sulfate. However, in contrast to the
case of P-containing molecules, absorbed sulfate has been shown
to evolve from the surface as SO2 without requiring reprocessing
of the photocatalyst with solution [1062,1064].

Multifunctional molecules
Probe molecules for surface studies are often chosen based

on their simplicity and ability to mimic the chemical properties
of more complex molecules. Typically, an ideal probe molecule
might possess a single functional group, such as a carboxylic
acid or halogen, through which binding to a surface and charge
transfer chemistry takes place. Probe molecules with multiple
functionalities can lead to multiple binding configurations and
multiple electron transfer pathways, but they can also reveal
mechanistic preferences. The photooxidation reactions of several
multifunctional molecules are examined below to provide a sense
of how photochemicalmechanisms are affectedwhen two ormore
functional groups are present.

Substituted phenols: As discussed above in the section on alcohols,
phenol is a commonly examined probe molecule for photooxida-
tion reactions on TiO2. Substituted phenols (e.g., chlorophenols)
have been widely studied. Phenol tends to photodecompose on
TiO2 via OH• attack on the ortho and para positions to form di-
hydroxybenzenes. The charge donating/withdrawing balance at
each (remaining) position is significantly altered if another sub-
stituent is added to the ring. For example, Palmisano et al. [913]
examined the mechanisms of photodecomposition for several
mono-substituted benzenes over colloidal A. They observed that
electron donating substituents (e.g., OH, NH2, NHC(O)CH3) re-
sulted in mainly ortho- and para-monohydroxy derivatives of
these molecules in first reaction step. Electron-withdrawing sub-
stituents (e.g., NO2, CN, C(O)CH3) resulted inmonohydroxy deriva-
tives at all three positions. The authors ascribed these behaviors
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Fig. 5.31. Relationship between the initial degradation rate (ro) and the Hammett
constants (σ ) of p-substituted phenols. Circle, triangle, and square symbols
represent non-halogens, halogens, and hydroxy substituents, respectively.
Source: From Parra et al. [1083].

to the expected stabilities of resonance structures arising from
OH• attack at eachposition.However, the next step in thephotoox-
idation of the resulting hydroxy derivatives was more difficult to
predict. Parra et al. [1083] have examined the photodecomposition
of dihydroxybenzenes, aswell as various para-substituted phenols,
on TiO2, correlating the observed photoactivity with the electronic
structures obtained from ab initio calculations. For the dihydroxys,
they found that the initial photodegradation activity followed the
series: meta- (resorcinol) > para- (hydroquinone) > ortho- (cate-
chol) dihydroxybenzene configurations, consistent with what the
authors expected based on the ability of a VB hole to interact with
the HOMO of eachmolecule. Similarly, Fig. 5.31 shows that the ini-
tial photodegradation rates for para-substituted phenol more-or-
less followed what was expected from Hammett constants [914],
with the activity increasing proportional to the degree of electron
donating ability of the para-substituent. The calculations of Parra
et al. also showed that more detailed correlations between reac-
tivity and electronic structure could be obtained by considering
the molecule’s zero-point energy change with substitution and its
quadrupole moment in the x–y plane, as both of these factors in-
fluenced orbital energies and symmetries.

Nitrophenols and aminophenols, in particular, are interesting
molecules in photodecomposition reactions on TiO2 because of
a reductive process in one sets up photooxidation in the other.
Maurino et al. [1084] have shown that both classes of molecules
exhibited variations in their photooxidationmechanisms, with the
nitrophenols open to both oxidative (OH• addition to the ring)
and reductive (nitro to amine conversion) reactions. Once formed,
aminophenols experienced either amine oxidation or OH• induced
ring addition. Hydroxyl addition has also been observed by other
authors [1085,1086] for nitrophenols.

Photooxidation of chlorophenols on TiO2 has been exam-
inedmechanistically by several groups [168–172,467,1087–1092].
These molecules are generally believed to bind to the surface via
the molecule’s OH group, either molecularly or dissociatively. The
main mechanistic questions continue to be whether the photore-
activity of these molecules are via direct or indirect processes. For
example, Axelsson and Dunne [1092] examined the photooxida-
tion of 3,4-dichlorophenol over TiO2 and observed two initial re-
action steps: chloride abstraction and OH addition. The presence
of O2 inhibited the former reaction and promoted the latter, lead-
ing the authors to conclude that electron attachment was key in
describing the first step in chlorophenol degradation. Emeline and
Serpone [467] also observed these two independent reaction pro-
cesses, but found them to exhibit different spectral dependences
in the UV. While the mechanism of phenol degradation was wave-
length independent, these authors observed that variations in the
selectivity of chlorophenol photoreactivity with wavelength were
observed between pathways leading to chlorocatechol (OH addi-
tion) and those leading to hydroquinone and benzoquinone
(Cl− abstraction). The authors attributed this to one mechanistic
pathway involving one carrier in the phenol case (assigned to OH),
but multiple pathways in the chlorophenol case involving both
OH• and CB electrons. Based on these observations, Emeline and
Serpone proposed that excitations with different photon energies
led to different arrival rates of carriers to the surface.

Interestingly, the UVwavelength dependent behavior observed
by Emeline and Serpone for chlorophenol has been shown
to extend into the visible. Chlorinated phenols form charge
transfer complexes at TiO2 surfaces that exhibit photoresponses
distinctly different from those of the ‘free’ parent molecule or
of the bare TiO2 photocatalyst [168–172]. In this case, there
is the possibility for photochemistry resulting from excitation
of the charge transfer complex as well as from charge carriers
arising from band-to-band excitations. For example, Gray and
coworkers [169,170,172] used EPR to demonstrate visible light
Fig. 5.32. EPR spectra of irradiated: (a) P-25 in water, and (b) 2,4,6-trichlorophenol (TCP) on P-25, both as a function of increasing light wavelengths. (Spectra obtained from
2,4,6-TCP on P-25 were ∼6 times more intense than those from P-25 in water.)
Source: Reprinted with permission from Hurum et al. [169].
© 2004, American Chemical Society.
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activity for various chlorophenols on TiO2 (see Fig. 5.32 for
results from 2,4,5-trichlorophenol). They ascribed this activity
to excitation of a chlorophenoxy — TiO2 complex followed by
transfer of the excited electron into the TiO2 CB and formation
of a chlorophenoxy radical. Trapping of the transferred electron
from visible light excitation of the charge transfer complex (right
side of Fig. 5.32) was apparent from a direct comparison of the
‘lattice electron’ signals obtained from irradiation of bare TiO2
with UV light (left side). These authors verified the existence
of the resulting organic radicals using EPR and detected radical-
initiated polymerization reactions that were not initiated by band-
to-band excitation events. Based on these results, Gray et al.
proposed that excitation of charge transfer complexes may be
more selective in promoting photochemistry different from that in
conventional TiO2 photocatalysis. In agreement with these results,
Kim and Choi [168] observed visible light photodecomposition
of 4-chlorophenol over TiO2. The existence of the CB electron
from visible light excitation of the 4-chlorophenol charge transfer
complex was confirmed with photoconductivity measurements.
Decomposition of the ionized charge transfer complex resulted
in immediate Cl− formation and 4-CP degradation, with slow
evolution of CO2 occurring through an as-yet unknown series of
steps. Complete mineralization was only achieved with UV. This
is because the charge transfer complex was destroyed in the first
transfer step and no visible light activity was possible thereafter.

Amine versus carboxylate: There are two good examples of mole-
cules that combine amino and carboxylate groups: amino acids
and ethylenediaminetetraacetic acid (EDTA) ligated complexes.
Mechanistic details from studies on EDTA complex photodegra-
dation are complicated by the involvement of metal cations to
which EDTA is typically coordinated. In contrast, studies on the
photodegradation of amino acids on TiO2 are generally free of
ligation effects. Based on simple studies of molecules possessing
either amino or carboxylate groups (e.g., see [175]), both func-
tional groups could potentially be involved in binding an amino
acid to TiO2. In other cases, additional functionalities of an amino
acid could come into play (e.g., the –OH group of serine). The bind-
ing mode of an amino acid to a TiO2 surface will be important
in influencing how charge carriers and other reactive species re-
spond to these adsorbates. Photodecomposition reactions of this
class of multifunctional molecules on TiO2 are extremely com-
plex and difficult to fully characterize. The adsorption config-
urations of several amino acids on single crystal TiO2 surface
have been examined theoretically or experimentally [1093–1097],
but correlations between their adsorption structures and photo-
chemistry do not yet exist in the literature. Nevertheless, several
research groups have examined these systems because of their
importance in biomolecule–oxide interactions (see Section 8).
Matsushita et al. [1098] examined the photooxidation of alanine
(NH2CH(CH3)COOH) on several TiO2 samples and found acetic acid
(acetate) as a common intermediate in each case suggesting C–C
and C–N bond cleavage as key reaction steps. Hidaka et al. [1099]
examined the ‘fate’ of N in the photodecomposition of a variety of
amino acids on TiO2. They found that the preferred product tended
to be ammonium ion, but that the ratio of ammonium to nitrate de-
pended on the amino acid’s structure. The fate of the N-containing
product may also be linked to variations in the conditions that
resulted from decomposition of the amino acid itself. For exam-
ple, Tran and coworkers [1100] observed that the isoelectric point
of TiO2 shifted to lower values during photodecomposition of the
most reactive amino acids on TiO2. They also observed that the
most reactive amino acids possessed additional OH or NH groups.

Halogen vs. sulfide: Panayotov et al. [771,1073] and Thompson
et al. [771,1073] both found that Cl substitution at the beta position
of an ethyl group in diethyl sulfide did not significantly alter the
photodecomposition mechanism of this molecule on a TiO2–SiO2
catalyst. However, two different decomposition rates were ob-
served on the R TiO2(110) surface suggesting that variations in ad-
sorption structure may influence the photodecomposition rate.

Halogenated acids: Irrespective of the degree of halogenation,
halogenated organic acids still bind to TiO2 via the carboxylate
linkage. This preferred adsorption geometrymay lead these adsor-
bates to photodecompose via hole-mediated decarboxylation (the
photo-Kolbe reaction) [1101,1102], although other authors have
proposed that dehalogenation should compete with decarboxyla-
tion [1103,1104].

5.3. Photoreduction reactions

5.3.1. Hole scavengers
In concept, the nature of the hole scavenger is as important

to successfully accomplishing a photoreduction reaction over TiO2
as is the role of O2 (or some other such electron scavenger) is to
successful photooxidation. There are published examples in which
the choice of the hole scavenger can make the difference between
no photoactivity and sustained photoreduction rates (see below).
However, in general, there has not been sufficient research aimed
at understanding the interplay between the mechanistic aspects
of photoreduction and the choice of hole scavenger. As Section 6
will attempt to shown, choice of the wrong hole scavenger can
result in unanticipated competition for surface sites. At present, the
literature does not point to a ‘hole-scavenger-of-choice’, at least
not to the degree that O2 is recognized as the electron scavenger
of choice. Ideally, it would be preferable to have water operate as a
hole scavenger, but as Section 8will highlight, there are difficulties
associating with performing water photooxidation on TiO2.

5.3.2. Photoreduction reactants
This section briefly examines some of the main photoreduc-

tion reactions studied mechanistically over TiO2. Very notable
exceptions not covered in this section are the photoreduction re-
actants H2O and CO2. Because these molecules represent unique
challenges to photochemistry on TiO2, their photoreduction will
be discussed separately in Section 8. Aside from H2O and CO2, the
most intensely studied photoreduction systems are those of metal
cations photodeposited on TiO2 from solution.

Metal cations: Photoreduction studies involving deposition of
metal from solution on TiO2 surface have been a very popular
topic of study. Examples of metal cation systems examined in
the literature include: Ag+ [524,525,1105–1118]; Au3+ [1117,
1119–1121]; Cd2+ [1122–1124]; Cr6+ [233,1119,1125–1140];
Cu2+ [1119,1125,1128,1130,1135,1141–1151]; Fe3+ [1134,1145];
Hg2+ [1119,1131,1149,1152,1153]; Ni2+ [1125,1141,1142,1154,
1155]; Pb2+ [555,1142,1156]; Pt4+ [1157]; Rh3+ [1141,1158];
Tl+ [1122]; U6+ [1159–1161]; and Zn2+ [1125,1141,1142]. As
Rajeshwar et al. [1119] have shown, trends in the metal cation
photoreducing ability of TiO2 can be made from correlations of
metal cation redox potentials relative to the TiO2 CB edge, as
shown in Fig. 5.33 for a few examples. Numerous groups have also
shown that these potentials can be shifted (to increase or decrease
activity) by pH, by electrolyte concentration or by coadsorbates.
Kabra and coworkers [1125,1141,1142] provided several examples
of these effects with regard to metal photoreduction on TiO2. In
fact, virtually all examples of metal cation photoreduction on TiO2
involve studies under aqueous conditions, so factors such as pH,
electrolyte concentration, counter ion selection, degree of catalyst
suspension and cation complexation are routinely considered as
potentially important.
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Fig. 5.33. Relative positions of the CB and VB edges of TiO2 and the redox potentials
(versus SHE) of various metal cations.
Source: From Rajeshwar et al. [1119].

The boundary region between active and inactive metal cations
in the assessment of Rajeshwar et al. [1119] is the TiO2 CB min-
imum position. However, potential energy can be lost due to
electron trapping (see Section 2.4), which places an additional
limitation on the reductive power of TiO2. For example, these
authors found little activity for Tl+, Ni2+, Cd2+ and Pb2+ photore-
duction on TiO2 despite the fact that the reduction potentials of
these metal cations were all accessible from the TiO2 CBminimum
at flat-band potentials (see Fig. 5.33). In contrast, if photoexcited
electrons lose ∼0.5–1 eV in reductive power due to trapping, it is
not surprising that thesemetals would become inactive to electron
transfer due to electron trapping.

A few groups [525,555,1110] have shown that metal cation
photoreduction on TiO2 occurred at trapped electron sites (Ti3+).
Grain boundaries and surface defects have also been shown to be
surface regions atwhich Ag+ reduction and/or Agmetal nucleation
occurs [524,525,1109,1117]. In a similar sense, specific facets of
TiO2 have be shown to be more active for photoreduction. Rohrer
et al. [1107,1108] and Yamamoto et al. [1111] have both shown
a strong orientational preference in the Ag photodeposition on
R surfaces, occurring preferentially on smooth (100) and (101)
surfaces relative to (110), (001) or (111) surfaces. For example,
the former group [1108] reached this conclusion by mapping out
Ag+ photoreduction activity across a polycrystalline TiO2 sample
using AFM (see Fig. 5.34). However, surface roughness tended to
negate an orientational preference, suggesting that local structure
(001) (011) (010)

(114)

(111)

(110)

Low Reactivity

Moderate Reactivity

High Reactivity

Fig. 5.34. Relative reactivities of various surface orientations of R TiO2 for
photoreduction of Ag+ . Each point in the stereographic projection represents an
observed grain orientation. High, moderate and low reactivity grains are indicated
by solid circles, crosses and empty circles, respectively. Diamonds represent the
locations of the common low-index planes of R.
Source: Reprinted with permission from Lowekamp et al. [1108].
© 1998, American Chemical Society.

at specific sites (defect or not) was also a key issue in ascribing
active sites for Ag photodeposition. Nevertheless, these results
suggest that specific facets on a TiO2 nanoparticle will exhibit
higher photoreduction activity for metal cations than will others.

A key issue unresolved in these site-dependent studies of
metal photodeposition on TiO2 is whether the sites for electron
transfer (e.g., electron trap sites) are also the same sites at
which the reduced metal ends up nucleating. Assigning where
a metal ends up (nucleates) on TiO2 to where it was reduced
can be problematic because clear distinctions do not exist in the
metal photoreduction literature between electron transfer sites
and metal nucleation sites. An additional complication is whether
electron transfer sites becomemore act as self-poisoned if they also
act as preferred nucleation sites. There are indications, based on
the Ag+ photoreduction work of Szabo-Bardos et al. [1113], that
the preferred photoreduction site ended up being wherever Ag
became nucleated. In other words, the resulting Ag nanoparticles
acted as electron traps (see Section 6.1) facilitating additional
Ag+ reduction. Similar ‘cooperative’ effects may be responsible
for enhanced photoreduction rates in mixed metal cation systems
(e.g., Cu2+ and Cr6+ [1130], and Fe3+ and Cr6+ [1134]). Finally,
Wang and Wan [1148] have shown that dissolution processes can
complicate the issue of identifying reduction and nucleation sites.
These authors have shown that Cu2+ can be reduced to surface
Cu+ species (e.g., suboxides), which under certain conditions are
dissolved back into solution and further reduced to Cu metal,
potentially at different surface sites on the photocatalyst.

As mentioned above, for every reduction reaction there needs
to be a balancing oxidation reaction. In the absence of an
electrochemical setting, this oxidation process must take place
on the same photocatalyst in which reductive deposition of
the metal is occurring. Research from several groups [233,555,
1113,1118,1124,1132,1135,1136,1138,1149–1151,1156,1158] has
shown that choice of the sacrificial electron donor (usually an
organic) is key to efficient metal photoreduction. This is not
simply an issue of balancing redox potentials (although that is
important), but also selecting an electron donor that does not
compete for surface sites or otherwise interfere with the metal
reduction process. (This also applies to the byproducts of the
oxidation process.) Another issue is one of complexation. Several
groups [1123,1144,1145,1149,1151,1161] have shown that the
presence of coordinated ligands to a metal cation can affect its
photoreduction onTiO2, either by blocking access of the complexed
metal to the surface or by altering its redox potential. For example,
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Chen et al. [1149] have shown that ligands may become detached
from metal complexes and bind strongly to TiO2 surfaces.

The mechanisms of metal cation photoreduction on TiO2
surfaces have not been well-studied. The question of single,
sequential electron transfer events versus multiple, simultaneous
electron transfers is an issue when metal cation valence changes
are greater than one. In the case of Cr6+ photoreduction to
Cr3+, Testa et al. [1126,1127] used EPR to show that the
photoreductionmechanism involved single electron transfer steps,
passing through a metastable Cr5+ species, even though the Cr5+
state is not typically deemed to be stable. (Disproportionation of
two Cr4+ cations was excluded as the source of Cr5+ in EPR.)
Testa and coworkers also found that oxalate in solution exerted a
stabilizing influence on the Cr5+ intermediate. While most groups
envision metal cation photoreduction in terms of direct electron
transfer from TiO2, three groups [1122,1154,1155] have shown
that indirect reduction processes are also possible. These groups
proposed that species such as CO−

2 (generated, for example, via
photooxidation of oxalate) can be active for reduction of certain
metal cations on TiO2.
Nitrogen-containing molecules: Photoreduction studies of nitrogen-
containing molecules on TiO2 have been diverse, including those
involving NO [557,788,881–883,1162–1165], N2O [705,1166],
NO2 [1167], nitrate or nitrite [1168–1170], and a variety of
nitro-substituted aromatics [685,1171–1175]. As mentioned in
Section 5.2, studies on NO have been approached mainly from
the perspective of using ammonia or CO to perform selective
catalytic reduction [557,788,881–883]. The Tanaka group [557,882,
883] has shown that photoreduction of NO by NH3 occurs through
an indirect process in which the NH2 radical was generated and
reacted directly with NO. Their studies also showed that O2 was
necessary to scavenge electrons, otherwise N2 was not formed. In
the absence of NH3 or CO, Rusu and Yates [1162], and the Anpo
group [1163–1165] have both shown that N–N bond formation
resulted in production of gaseous N2O.
Miscellaneous molecules: Several groups have examined the pho-
toreduction of selenate (SeO2−

4 ) over TiO2 [1176–1182]. The pho-
tochemistry of this species is interesting because of the variety of
Se oxidation states that result from reduction. Final products tend
to be elemental Se and H2Se, both passing through a selenite in-
termediate (SeO2−

3 ). Tan et al. [1179–1182] have shown that the
nature of the sacrificial electron donor is important, with formate
showing themost promise. Other photoreduction systems of inter-
est include iodine/triiodide [422,495] and a variety of halocarbons
photoreduced through radical chain reactions [1001,1183–1185].

6. Poisons and promoters

A wide variety of chemical species are known to impact
thermal heterogeneous catalytic processes through poisoning or
promoting influences. Typically, the influences of poisons and
promoters in catalysis are thought to occur through the altering
of energetics, the shifting of reaction pathways, blocking of sites,
or some similar ‘molecular-level’ influence on the catalyst or
the catalytic reaction. Poisons and promoters are also important
in heterogeneous photocatalysis, although their influence is
usually not viewed from the same perspective as in thermal
catalysis. In heterogeneous photocatalysis, the influence of poisons
or promoters is not restricted to interactions on the ‘ground
state’ potential energy surface (which is typically the arena of
influence in thermal catalysis), but also on the ‘excited state’,
which includes the electron transfer potential energy surfaces
associated with photoabsorption and electron transfer events. For
example, photocatalysis researchers use of promoters to influence
photoabsorption is often referred to as ‘doping’ (Section 1), where
modifications of a photocatalyst’s photoabsorptivity is correlated
with observed photocatalytic activity. Often, it is difficult to
evaluate the influence of an additive on photocatalytic behavior
from a fundamental, molecular-level perspective because of the
complexnatures ofmost TiO2 samples andpreparationmethods. In
this section, discussion will focus on molecular-level phenomena
ascribable to poisoning or promoting of TiO2 photocatalysts. The
objective will be to provide insights into how additives influence
both ground state (e.g., site blocking) and excited state phenomena
(e.g., charge carrier trapping). For convenience, discussion is
organized into the types of additives.

6.1. Noble metals

As in thermal heterogeneous catalysis, supported noble metal
particles are one of the most common promoters (or co-catalyst)
in TiO2 photocatalysis. Aside from promoting thermal chemistry,
these ‘additives’ assist in charge carrier separation and trapping.
Key factors in understanding the influence of a supported noble
metal particle on TiO2 photocatalysis include: the noble metal
particle properties (e.g., size, shape, coverage and nucleation site),
the influence of the noble metal on TiO2 itself (e.g., creation of
interfacial states), thermal versus non-thermal processes on the
noble metal (i.e., its chemistry), and mass transport between the
noble metal particle and TiO2 (i.e., ‘spillover’). Many of these
themes are common irrespective of the noble metal, but because
results for some metals on TiO2 highlight unique properties,
discussion is subdivided according to the metal (as oppose to the
‘effect’).

Platinum: Themost extensively studied noble metal co-catalyst for
promoting photocatalysis on TiO2 is platinum [30,33,51,161,533,
551,562,599,774,783,907,943,955,957,1088,1104,1186–1231]. The
most commonly ascribed effect of Pt (or most other supported
noble metal on TiO2) is its ability to promote charge carrier sep-
aration (e.g. via formation a Schottky barrier at the metal-TiO2 in-
terface) with electrons being accumulating on the metal and holes
remaining on TiO2 [33,51,161,533,551,562,975,1186,1189,1192,
1193,1195,1198,1199,1209,1210,1221,1222,1225–1227,1230]. En-
hancement from supported Pt particles has also been attributed
to the shifting of band edges that makes certain electron trans-
fer processes more favorable in the vicinity of the supported metal
particle [1198,1216,1220]. Other sources of enhancement in pho-
tocatalytic reactions on TiO2 due to supported Pt include: a greater
electron scavenging capability for O2 [161,1193,1222,1230], en-
hanced surface chemistry that redirects mechanisms and assists
in removing strongly bound intermediates that might impede ac-
tivity [774,943,1104,1193,1194,1206,1229], promotion ofOH• for-
mation [1188], de-aggregation TiO2 particles in suspensions [30],
and promotion of proton reduction to adsorbed H atoms [774,
1187,1189,1218,1228]. As an example of the latter effect, Blount
et al. [774] found that Pt supported on TiO2 P-25 enabled gen-
eration of H2 from photodecomposition of simple organics under
anaerobic conditions, presumably via spillover of H+ from TiO2
to the metal. In this application, Pt might not be the most active
noble metal on TiO2. For a series of noble metal co-catalysts (M)
supported on TiO2, Ranjit et al. [1214] observed that the rate of N2
photoreduction to NH3 variedwith theM–H bond strength for that
metal. The highest M–H strengths resulted in the higher rates of
NH3 formation, as shown in Fig. 6.1 (no NH3 was formed without
the co-catalyst present). The metal trend observed was Ru > Rh >
Pd > Pt. Their results suggest that the ability of noble metal sup-
ported TiO2 to photoreduced N2 to NH3 directly related to the sta-
bility of H on the noble metal co-catalyst. Interestingly, however,
Pt was more suited for the opposite reaction (selective ammonia
photooxidation). Lee et al. [1205] observed that Pt supported on
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Fig. 6.1. Plot of metal–hydrogen (M–H) bond strengths versus observed yields of
NH3 from photoreduction of N2 over TiO2-supported noble metal photocatalysts.
Source: From Ranjit et al. [1214].

TiO2 promoted N2 formation from NH3 as opposed to NH3 being
oxidized to undesirable NOx products. The latter was seen on bare
TiO2 or TiO2-supported Au photocatalysts. These authors proposed
that the ability of Pt to selectively form N2 was due to the stabil-
ity of NHx species on Pt and the ability of Pt to reverse undesirable
oxidation events (e.g., N2O formation). In this sense, Pt should per-
form better than other noble metals co-catalysts in solar fuel cell
applications that employ ammonia as a sacrificial electron donor.

Scanning probe techniques have enabled researchers to study
the influence of noble metals (such as Pt) on TiO2 at the local
scale. Onishi’s group [975,1198] has used STM and scanning Kelvin
probe techniques to study the influence of Pt nanoparticles on
R TiO2(110) photochemistry. Using trimethyl acetate (TMA) as
a probe molecule, these authors found no spatial preference in
photodecomposition activity relating to the distance between
the photodecomposing molecule and the nearest Pt particle,
as shown in the left two images of Fig. 6.2. This observation
suggested that local field effects in the vicinity of Pt particles
do not significantly inhibit or promote hole-mediated TMA
photochemistry on TiO2. However, these authors did observe an
overall (global) enhancement in TMA photodecomposition due
to Pt, based on similar measurements without Pt present (right
two images). This was tentatively attributed to Pt trapping CB
electrons. Based on the enhancement seen relative to the ‘clean’
surface, these authors estimated the electron trapping capacity
of an average Pt particle on their R TiO2(110) surface was ∼0.06
electrons per Pt atom. Onishi’s group [1198] also used scanning
Kelvin probe force microscopy to show that the local work
function of a Pt particle on R TiO2(110) was 0.1–0.3 eV less than
that of the surrounding oxide surface. This was opposite from
what these authors expected based on work function values for
the separate materials (which would suggest electron transfer
from Pt to TiO2). However, photolysis leading to hole-mediated
photodecomposition of TMA (adsorbed on the TiO2 regions)
resulted in a positive shift in the Pt work function which the
authors ascribed to electron trapping on Pt. The largest shifts
occurred preferentially on the smallest Pt clusters. In separate
work, this group [533] used transient IR absorption spectroscopy
to follow trapping, detrapping and lifetimes of electrons excited
in high surface area TiO2 with supported Pt. They found that
relaxation and trapping timescales were about the same for Pt/
TiO2 as for TiO2, but the recombination timescale wasmuch longer
for the Pt/ TiO2 system. This suggests that long-lived electron trap
states resulted from electron transfer to the Pt particles.

The influence of Pt on TiO2 photocatalysis is not always
positive. Several groups have observed either negative effects or
no significant impact from nanoparticles of Pt on TiO2 [159,943,
1192,1196,1200,1201]. For example, Emilio et al. [1192] showed
that Pt particles on TiO2 could act as charge recombination
centers. In other cases, authors proposed that Pt blocked active
sites on TiO2 [159]. The amount of Pt can play a major role in
deciding whether a positive, negative or null effect is observed.
Several authors have observed that an optimal loading of Pt
existed for promoting photocatalytic rates on TiO2 surfaces [1088,
1189,1203,1209,1212,1214,1219,1221,1224]. Typical optimal Pt
loadings were ∼1 wt%, with loadings above the optimal amount
resulting in attenuation of photochemical rates as a result of
blocking of the TiO2 surface. For example, Chen et al. [1189]
showed that the adsorption capacity of TiO2 decreased as the Pt
loading was increased.

A detailed study of the effect of Pt on CO photooxidation
was carried out by Linsebigler et al. [957] using the R TiO2(110)
surface as a model. These authors observed no enhancement in
the rate of CO photooxidation on TiO2(110) when Pt clusters
were present. Instead, as shown in Fig. 6.3, they found that as
little as ∼0.02 ML of Pt had a noticeable effect in attenuating
the photochemical yield of CO2, presumably through blocking of
the CO oxidation active sites (surface oxygen vacancies). Virtually
no CO2 was observed with ∼0.15 ML of Pt. Their results did
not provide evidence that Pt clusters were important in electron
trapping, causing these authors to question schemes proposed
in the literature in which Schottky barrier formation promotes
charge separation. In contrast, several groups have shown that
Pt enhanced CO photooxidation on high surface area TiO2 [783,
955,956,1191,1197,1208,1231,1232]. For example, Einaga and
coworkers [783,1191,1197] observed significant enhancements
in CO photooxidation when Pt nanoparticles were supported on
TiO2, and proposed that the Pt particles acted as reservoirs of
a b c d

Fig. 6.2. STM images following UV irradiation of TMA on the Pt-modified R TiO2(110) surface for (a) 1 and (b) 3 h. Images from similar irradiation periods of TMA on the
‘Pt-free’ surface are shown in (c) and (d), respectively. (Brighter ‘bumps’ in (c) and (d) are TiOx islands, not Pt particles.) (Image conditions: 40 × 40 nm, +1.6 V bias, 0.4 nA
tunneling current).
Source: Reprinted with permission from Uetsuka et al. [975].
© 2005, American Chemical Society.
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CO (since TiO2 only weakly binds CO at room temperature). This
contradiction between work on the R TiO2(110) surface (where
oxygen vacancies are needed for CO photooxidation) versus high
surface area TiO2 (where the active sites are not well-understood)
suggests that more information is needed not only about the
CO photooxidation reaction, but also about how noble metals
like Pt reside on TiO2 surfaces. It is not unreasonable to assume
that the structure of the TiO2 surface should influence the role
of supported noble metal particles in photochemistry on TiO2.
Several groups have shown that the method of preparing Pt
nanoparticles on TiO2 (e.g., photodeposition versus thermal or
chemical reduction) affects photocatalytic performance [1201,
1202,1223,1231]. For example, Kennedy et al. [1202] suggested
that themethod of preparing Pt nanoparticles on TiO2 had a greater
potential impact on the properties of the TiO2 surface than on the
properties of the resulting Pt nanoparticles. In cases where Pt was
prepared from reduction of salt precursors, Lee and Choi [1204]
have shown that residual unreduced Pt (ions or oxide) acted as
charge recombination centers inhibiting the photodecomposition
activity of TiO2 for chlorinated organics.

Silver: TiO2-supported silver has received attention not only
for its use as a photocatalyst [148,149,551,659,1088,1114,1166,
1215,1233–1255] but also because the main particle preparation
method itself (photoreduction of silver salts) provides insights into
photoreductive processes on TiO2 (see Section 5.3). As with other
noble metals, supported Ag nanoparticles are believed to promote
charge separation and electron trapping [150–152,551,659,1233,
1236,1238,1241–1246,1251,1253–1255], and to facilitate surface
chemistry not seen on bare TiO2 surfaces [1088,1114,1166,1215,
1233,1234,1237–1239,1241,1248]. As an example, Kominami
et al. [1233] found that among TiO2-supported noble metals, Ag
and Cu were best at assisting nitrate photoreduction to ammonia
because these metals displayed the best activity for H+ reduction
by photoexcited electrons trapped at the noble metal particles.
There is also evidence that supportedAg assists inmaintaininghigh
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Fig. 6.4. (Above) (A) UV–vis absorption spectra of Ag–TiO2 core–shell colloids suspended in ethanol: (a) before UV irradiation, (b–d) after exposure to UV light (>300 nm)
for 10, 30 and 60 s, respectively, and (e) after exposure of the UV-irradiated suspension to air. (Inset shows TEM of the (dried) core–shell material.) (B) Shift in the Ag plasmon
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Source: Reprinted with permission from Hirakawa and Kamat [149].
© 2004, American Chemical Society.
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surface area photocatalysts by separating TiO2 particles from each
other [1243,1245]. In general, these effects are dependent on the
optimal loading of silver, which is generally found to be below ∼1
wt% [1088,1114,1235,1238,1243,1249,1250,1254].

The well-known plasmon feature of Ag (see Section 1.3.2)
was used by Hirakawa and Kamat [149,1240] to gauge the
electron trapping ability of Ag–TiO2 core–shell clusters. These
authors found that the Ag plasmon feature shifted from 460
nm to 430 nm during UV photooxidation of ethanol, as shown
in Fig. 6.4. The magnitude of the shift reflected the extent of
electron trapping in the Ag core. These authors estimated that
each core in their samples on average trapped up to 42 electrons
while still maintaining ethanol photooxidation activity (illustrated
schematically in the bottom of Fig. 6.4). Assuming Ag core sizes
between 2 and 4 nm, the typical charge density trapped per Ag
atom would be ∼0.01–0.09 electrons per metal atom, which is
comparable to the value of 0.06 electrons per Pt observed by
Uetsuka et al. [975] for electron trapping by Pt nanoparticles on
R TiO2(110) (see above). Hirakawa and Kamat also found that the
charge build-up on the Ag core could be released through the
TiO2 shell by exposure to air (right side of Fig. 6.4), indicating a
significant degree of charge delocalization and/or transfer across
the Ag–TiO2 interface.

Gold: The properties of Au nanoparticles have received consider-
able attention in thermal heterogeneous catalysis research [1256–
1262], and additional attention is being paid to the photocatalytic
properties of nanoscale Au particles on TiO2. Several groups have
seen enhancements in photocatalysis over TiO2 from the addi-
tion of Au as a co-catalyst [156,1089,1187,1196,1236,1242,1263–
1272]. As with other noble metals on TiO2, there is an optimal
loading for this enhancement [1089,1263,1265–1269], but unlike
with other metals the optimal loading may relate more to the
size of the Au nanoparticles [1089,1265,1267–1269] than with the
amount of surface area they occupy [156,1089,1196]. While the
source of the unusual catalytic properties of nanoscale Au remains
a subject of intense debate, it is clear that the physical and/or elec-
tronic structures of small (≤2 nm) Au particles differ considerably
from those of larger Au particles or extended Au surfaces. Enhance-
ment of photocatalysis due to Au on TiO2 is linked (at least in part)
to the unique properties that result from nanoscaling Au. For ex-
ample, Subramanian et al. [1267] found that smaller Au particles
supported on TiO2 weremore effective as electron transfer centers
in photoreduction of C60 because the smaller particles shifted the
Fermi level to more negative values. Orlov and coworkers [1089]
also observed a size dependence in the enhancement of Au on TiO2
for 4-chlorophenol photooxidation, with particles below 3 nm be-
ing most active. In contrast, larger Au loadings (which resulted in
larger Au particles) suppressed reactivity. The authors attributed
this to elimination of surface OH groups. In another example of Au
particle size dependence, Wu et al. [1268] found that the relative
rate of H2 production from methanol, formaldehyde and formic
acid photodecomposition on TiO2 (under anaerobic conditions) in-
creased as the size of supported Au particles decreased from 10
nm to less than 3 nm (see Fig. 6.5). They attributed this behavior
to the influence of small Au particles in altering the photodecom-
position products of formate (the common surface intermediate in
each case) from CO + H2O to CO2 + H2. Curiously, the amount of
H2 produced from methanol was considerably less than that from
formic acid or formaldehyde, despite the greater number of C–H
bonds available. This suggests that the conversion of methanol to
formatewas somehow inhibited (evenwithAupresent). Neverthe-
less, the shift in product formation towardH2 whenAuwas present
suggested that even in the methanol case Au nanoparticles played
an important role in promoting a photocatalytic water–gas shift
reaction on TiO2.
Fig. 6.5. Normalized rates of H2 production during photocatalytic reforming
of CH3OH, CH2O and HCOOH over Au/TiO2 photocatalysts for four particle size
distributions of supported Au. Rates normalized to amount of Au present.
Source: FromWu et al. [1268].

As with other noble metals supported on TiO2, studies propose
that supported Au nanoparticles on TiO2 assisted in: charge
carrier separation and electron trapping [1236,1242,1265,1267,
1269,1270], interfacial electron transfer processes [1271], and H2
formation [1187,1268]. As with Pt (see above), the photochemical
properties of supported Au also depended on the preparation
method [1272]. One of the interesting aspects of Au supported
on TiO2 is the issue of metallic versus ionic Au [156,1270].
Subramanian et al. [156] have shown that both Au0 and Au3+

enhanced SCN− photooxidation on TiO2, but that the enhancement
significantly attenuated as the Au coverage increased. The
promotion effect of the ionic species resulted from enhanced
electron scavenging, but at high surface coverages the gold ions
could also cause charge recombination. In contrast, the benefits of
the metallic state became overshadowed at high metal coverages
by the tendency of the metal to block sites on the TiO2 surface.
Palladium: As a co-catalyst on TiO2, Pd contributes many of
the same benefits seen for other noble metal particles [1187,
1214,1228,1233,1273–1279]. For example, Sano and coworkers
[1215,1278] have shown that addition of Pd nanoparticles to
TiO2 resulted in more complete mineralization of vinyl chloride
through surface reactions that minimized emission of gaseous
chlorocarbon intermediates. Deactivation of TiO2 as a result of
strongly bound organic intermediates was also minimized with Pd
present [1279]. Hydrogen production was enhanced for Pd/TiO2
relative to TiO2 alone [1228,1276,1277]. On the latter point,
Bowker et al. [1276,1277] examined the Pd loading dependence
on the anaerobic photochemical conversion ofmethanol andwater
on P-25 to CO2 and H2. As shown in Fig. 6.6, they found that the
rate of H2 production increased with Pd loading up to ∼1%, then
sharply dropped for Pd loadings above 1%. The 1% loading appears
to be a limit that is similar for Pt, Ag, Au and Pd, and likely relates
to an optimal particle size. Bowker et al. proposed that at the 1%
loading level provided particles with optimal periphery on TiO2 to
act as active sites, in this case for conversion of CH3OH to H2. The
slow step in the overall reaction involved oxidation of CO (which
unfortunately tended to cover the Pd particles).
Rhodium: Rhodium has not been extensively examined for its
co-catalytic properties in TiO2 photocatalysis in comparison to
other noble metals. While as a supported nanoparticle it has
been shown to exhibit many of the benefits of other noble
metals (e.g., in promoting certain photooxidation [1280,1281]
or photoreduction [1214,1228] processes), it (like Au) has been
shown to exhibit the unique capability of existing on the TiO2
surface as stable isolated cations at low loadings and mildly
reductive conditions. Rasko and coworkers [1282,1283] have
shown that isolated Rh+ species on TiO2 act as catalytic centers for
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photoactivation of CO2 andNO. Similarly, Kohno et al. [1284] found
that a Rh+ species on TiO2 played a role in the photoreduction of
CO2.
Copper (and nickel): Uses of copper as a co-catalyst in assisting
photochemistry on TiO2 present anomalous cases because Cu can
be present on TiO2 inmetallic, ionic and/or oxidic states depending
on the circumstances. (Although not a noble metal, Ni also shows
similar properties as Cu in this setting and will thus be included
in this discussion.) Two or more of these states of Cu or Ni can co-
exist on TiO2 during a photochemical reaction making it difficult
to identify which is more active. Varying redox conditions during
a reaction can also swing the valence state of those metals back
and forth frommetallic to ionic. In concept, onemight assume that
these metals could perform the same charge separation functions
for which metals such as Ag and Pt are well-known. In fact, Tsuji
and coworkers [1285] have proposed that Cu metal implanted
in R TiO2 exhibited such a promotion effect for methylene blue
photodegradation. However, the problem arises in maintaining
the metallic state when supported Cu or Ni particles are exposed
to oxidative conditions. For example, Zhou et al. [1286] have
shown that both Cu andNi nanoparticles supported on R TiO2(110)
were dispersed (and presumably oxidized) by O2 exposure at
room temperature under UHV conditions. Because of the ease
with which these metals, as nanoparticles supported on TiO2, can
be oxidized, it is unclear whether the promotion properties of
these metals in their metallic states has been (or even can be)
adequately explored. Even for photoreduction reactions,where the
metallic state of Cu might be more likely retained, groups have
shown that metallic Cu particles were not the most active form
of Cu on TiO2 for the photoconversion of CO2 [1287,1288]. Wu
and Lee [1289] found that Cu nanoparticles on TiO2 promoted
H2 photoproduction from aqueous CH3OH solutions, but that the
photoreaction eventually oxidized the Cu particles resulting in
decreased performance. The issue then becomes the interplay
between the various states of Cu (or Ni) on TiO2, and the relative
influence of their ionic and oxidic states.

6.2. Acidic and basic conditions

While not typically considered from the viewpoint of poisoning
or promoting, manipulation of pH has been shown to have a
significant impact on the rates of photochemical reactions on
TiO2 in solution. Numerous groups have shown that optimal pH
ranges exist for various photoreactions on TiO2. Loosely dividing
the pH range into ‘high’ and ‘low’, literature reports indicate that
high pH favors photooxidation of chlorinated anilines [1290], 2-
chlorophenol [1291], 1,4-dihydoxybenzene [1292], TNT [1293],
and ammonia [1038], while low pH favors photooxidation of
alcohols [1294], organic acids [1294–1297], chlorocarbons [1294],
and nitro/aminophenols [1084]. For example, in the solution phase
photooxidation of ammonia, Zhu and coworkers [1038] found
that the rate was proportional to the ammonia concentration
in solution and not the ammonium ion concentration based
on pH-dependent measurements. While electrostatics between
ammonium ion and the surface did not appear to play a major
role in the observed pH dependence, it did play a role in the
photooxidation of nitrite to nitrate. Dependences on pH have also
been observed in various photoreduction reactions [1001,1142,
1298–1300]. In many cases, the influence of pH on photochemical
reactions relates to adsorbate stabilities and not necessarily to
electron transfer events [993,1290,1298,1299,1301–1305]. In this
sense, surface coverages can be manipulated with pH, resulting
in either favorable or unfavorable conditions. It is also to be
expected that photochemical reactions themselves can result in
pH changes that impact rates [878,1100,1295,1304] or change
selectivities [1291,1305].

Aside from chemical effects, it is well-known in the photoelec-
trochemical literature that pH can be varied to shift band positions
and surface electrostatics that influence charge carrier dynamics
[125,569,580,660,878,1306–1308]. In non-aqueous systems, the
degree of band edge shifting in a particular solvent systemhas been
shown to scale with the proton donor ability of the solvent [1308].
As shown in Fig. 6.7, Lyon and Hupp [1309] found that the TiO2 CB
edge exhibitedNernstian dependencewith pH, shifting by−64mV
per pH unit in the range of −8 to +23 pH. (See the Fujishima
review [2] for more details on this effect.) In concept, shifts in
band edges brought about by changing pH can be used to con-
trol some electron transfer process, or possibly shift conditions
from oxidative to reductive. For example, Cornu et al. [1306] used
transient techniques to track methyl orange photodecomposition
on suspended P-25 as a function of pH. These authors detected a
crossover at pH ∼8 between the rate limiting step in the photode-
composition of methyl orange from it being oxidative to reductive.
Above a pH of 8, the rate limiting step was oxidation and O2 reduc-
tion was rate limiting at lower pH values. These authors proposed
that the surface potential resulting from pH influenced the charge
carrier transfer rates. In a single electron transfer example, Qu and
Meyer [1310] examined howpH affected charge injection fromRu-
based dyes into TiO2. They found that surface proton coverage (in
a non-aqueous solvent) impacted the charge injection efficiencies,
surface coverage of the dye, the lifetime of the excited dye and the
adsorbed structure of the dye. Injection rates tended to be higher
a low pH and (conversely) the excited dye’s lifetime was longer at
low pH.

6.3. Water

Water has long been viewed as an important molecule in
photocatalysis on TiO2. In a cursory sense, the importance of
water in oxide surface chemistry [853] is not unlike that of the
importance that COhas as a probemolecule and a reactant/product
in many thermal catalytic processes on metal surfaces. Water is
pervasive in almost all applications of TiO2 as a photocatalyst
either as a solvent, a reactant or a product. Fu et al. [93] summed
up the two major influences of water in photocatalysis on TiO2
as the provider of raw material for OH• production and the
blocker of surface sites needed for reactants. These opposite effects
can manifest themselves in any particular reaction as a function
relative humidity (RH), as illustrated in Fig. 6.8. Using organic
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photooxidation reactions over TiO2 .

photooxidation as an example, Fu and coworkers proposed that
the interplay between these two roles of water, as promoter
and inhibitor, depends on the relative concentrations of water
and organic present, the relative binding of water versus organic
to the surface, and the mechanism(s) by which the organic is
photochemically activated (e.g., OH• versus direct hole oxidation).
If the organic binds weakly and prefers oxidation by holes, the
rate of its initial photooxidation step will decrease with small
increases in RH, reaching a minimum at higher RH values where
water dominates the chemisorbed layer (dashed line of Fig. 6.8).
In contrast, a strongly bound organic that oxidizes by OH• will
have a low rate of photooxidation at very low RH, and will see a
rate increase with increasing RH (solid line of Fig. 6.8). Formation
of a water multilayer (or a physisorbed/solvation layer) may
further promote or (conversely) hinder rates depending on the
details of OH• formation and it reaction with the organic. In some
cases (e.g., those most active for OH•), solution phase chemistry
enhances rates.

Probing the interplay between water poisoning and promoting
is probably best explored in gas phase studies because reactions
under aqueous conditions are already dominated (for better or
worse) by water as a solvent. The aqueous condition can, to
some extent, be used as a benchmark for understanding the
effects of high RH. Numerous gas phase studies support the
conclusions of Fu and coworkers in attributing the influence
of water in photocatalysis on TiO2 to the roles of promoter
or inhibitor. Examples include the photooxidation reactions
of propane [927], toluene [1311,1312], 1-butene [1313,1314],
methanol [1312], 2-propanol [903], trichloroethylene [1006,1014,
1315], triethylamine [1052], formaldehyde [1311,1316], formic
acid [1316], stearic acids [743], and diethyl sulfide [1066]. In
terms of RH, the point at which the conflicting influences of water
transition depends on many factors (including those mentioned
above). For 1-butene, Cao et al. [1313,1314] found that trace
amounts of water enhanced photooxidation rates, but amounts
above the trace level inhibited rates. In contrast, Hagglund
and coworkers [927] observed a promoting influence of water
on propane photooxidation up to RH values in which a full
water monolayer was established. Above this point, an additional
physisorbed layer of water (on top of the chemisorbed layer)
inhibited propane photooxidation presumably by blocking access
of propane to the surface.

Before going into more detail on the promoting and inhibiting
roles of water, it is worth noting that there are instances in the
literature in which water appeared to play little or no role in
photocatalysis on TiO2, or in which its beneficial and detrimental
influences canceled each other out. These include photooxidation
of acetonitrile [1317,1318], butanone [1026], acetone and methyl
isobutyl ketone. [1025], methanol [1166], ethanol [893], various
aromatics [1319], trichloroethylene [718], CH3Cl [994,1320] and
acetic acid [970,1047]. For example, as mentioned in Section 5.2.3,
Fan and Yates [718] excluded direct involvement of water
in trichloroethylene photooxidation over TiO2 because oxygen
incorporation from isotopically-labeled water into the oxygenated
intermediates (dichloroacetyl chloride, phosgene or CO) did not
occur. Comparison of this list with the one in the previous
paragraph (of molecules promoted by water) reveals conflicts,
suggesting that the reaction conditions and/or the catalyst may
be factors in how water influences a particular photocatalytic
reaction. The comparison also suggests that deciphering the role
of water in TiO2 photocatalysis is not straightforward. During
mineralization of a reactant, water may promote one oxidation
step, inhibit another and have no influence on others. In this
sense, unraveling the influence of water requires examination of
its influence on each mechanistic step, whether they be electron
transfer processes or thermally initiated steps.

6.3.1. Inhibitor
The inhibiting role of water in photocatalysis on TiO2 is

generally viewed as one of a site blocker. Two types of site
blocking can be imagined, one in which water occupies key
adsorption and/or reaction sites on the surface, and one in which
water, acting as a solvent, inhibits access of reactants to the
oxide–solution interface. Differentiating between these two types
of site blocking processes requires control of water coverage, for
example through manipulation of the RH. This is illustrated in
the several of the references discussed above, with inhibition
increasing at RH levels at which either a fully chemisorbed layer of
water is established or at which physisorbed layers become stable.
Examples of photooxidation studies on TiO2 in which authors
observed chemisorbed water acting as a site blocker include:
CO [783], formaldehyde [1316], methanol [714], ethanol [890,
897], acetaldehyde [1321], acetone [752,1026], ethylene [738,
1322], 1-butene [1313,1314], butadiene [1311], toluene [941,943],
and trichloroethylene [1006,1315]. As an example, Fig. 6.9 from
this author’s work [752,1323] shows that water inhibited acetone
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photodecomposition to acetate (gauged in post-irradiation TPD
by ketene formation) on R TiO2(110) at 100 K by displacing
acetone from the first layer to the physisorbed layer. Acetone was
able to compete for surface sites sufficiently to allow for some
activity even with 3 ML of water coadsorbed. The inhibition of
acetone photochemistry on R TiO2(110) by water likely lies in the
ability of adsorbed water molecules to adapt to intermolecular
(dipole–dipole) repulsions at high coverage through formation
of hydrogen-bonding interactions with the surface and with
neighboring water molecules. In contrast, acetone, which binds
to oxides predominately through the lone pair electrons on the
oxygen atom with opposing molecular dipoles, could not adapt
to high coverages without destabilization. Acetone, in isolation,
is bound more strongly to TiO2 than water, but at high coverage
acetone is susceptible to displacement from chemisorption sites
due to repulsive intermolecular interactions. Another example
of the inhibiting influence of water is found in the work of
Hung and Marinas [1006]. These authors showed that increasing
the RH both decreased the total TCE conversion and shifted
the product distribution toward more chlorinated degradation
products. This effectively decreased the efficiency of chlorocarbon
degradation over TiO2 by requiring additional redox processes for
full mineralization.

Water layers located above TiO2 surfaces can, by forming
hydrogen-bonded networks in physisorbed situations, limit access
of a reactant (such as O2 [199]) to the TiO2 surface. Fu and
coworkers [1322] suggested that the tendency of water to
form stable overlayers on TiO2 at room temperature resulted in
destabilization of many other adsorbates or limited their access
to the surface. These influences could be partially alleviated
by increasing the reaction temperature (to ∼50–100 °C), which
lowers the water coverage on the surface. (The opposite may be
the case when water is a promoter [1312].)

6.3.2. Promoter
While the inhibiting role of water in TiO2 photochemistry takes

on one dimension (that of site blocking) [93], the promoting role of
water is multidimensional [93,192–196,201,328,526,637,658,714,
715,717,775,784,795,797,806,807,820,841,907,908,927,929,932,937,
941, 942, 944–947, 962, 966, 971, 1004–1006, 1009, 1056, 1100, 1101,
1201,1312,1314,1315,1318,1324–1335]. For example, low cover-
ages of water on TiO2 have been shown to promote electron
injection from excited dyes and sensitizers [637,658,1324], pre-
sumably by favorably modifying the electrostatics at the injection
site. Water, as a solvent, can provide hydrogen-bonding networks
that assist in: stabilizing surface species important in O2 photore-
duction [820], minimizing depletion of important surface species
(such as O2) that result from photodesorption [201], or stabiliz-
ing excited electrons in surface states [192–196]. Water has also
been shown to promote selectivity changes in photooxidation of
several organics on TiO2, including trichloroethylene [1004,1006,
1315], toluene [947,1325], acetic acid [966], ethanol [717], triethy-
lamine [784], and organophosphates and phosphonates [1056].
Many strongly bound reaction intermediates that tend to ‘deacti-
vate’ photocatalytic reactions on TiO2 surfaces (e.g., organic car-
boxylates) can be displaced or better chemically/photochemically
processed with water present [93,717,941,1009,1056,1201,1326,
1327,1333]. For example, Fu and coworkers [93] proposed thatwa-
ter assisted in removing strongly bound Cl− (as HCl) that accumu-
lated on TiO2 surfaces during photodegradation of chlorocarbons.
High photooxidation rates can be sustained over longer periods of
time with small partial pressures of water [932,946,1318]. Water
can also assist in moderating and redistributing surface coverages
of reactants, intermediates and products [714,962,971,1101].

Perhaps themost commonly attributed benefit of water to pho-
tochemical processes on TiO2 is generating surface OH groups
that can act as adsorption or reaction centers, or generating
reactive radicals (such as OH• or OOH•) that open up indi-
rect reaction pathways [328,775,932,937,942,944,945,1100,1311,
1313,1314,1325,1326,1328–1333]. The latter promoting attribute
of water is well-known in the TiO2 literature (see Fujishima,
et al. [2]), but difficult to follow at the molecular-level. There is
still much confusion as to whether OH• radicals are generated
in reductive O2 electron attachment processes (see Section 5.2.1)
or via water/OH− oxidative processes (see Section 8). The role of
water/OH− in providing surface binding sites has beenmore easily
examined. For example, Ding and coworkers [1332] have shown
that the photoactivity losses observed during transformation of
high surface area A to low surface R havemore to dowith decreases
in the availability of surface OH groups (i.e., surface area for OH
groups) than in changes from one polymorph to another.

Finally, while much work has focused on the role of water
as a reactant in chemical and photochemical reactions on TiO2,
researchers are also considering the role of water as a co-catalyst
in processes on TiO2. As a co-catalyst, water might participate
directly in reactions, being consumed and reformed, or it might
participate indirectly, for example through hydrogen-bonding
interactions. It is clear from isotopic labeling studies on high
surface area TiO2 (such as that by Muggli and Falconer [841]) that
the oxygen atom in water can be incorporated into the products
and intermediates of a typical photooxidation reaction. However,
the ability to differentiate between water as a reactant and as
a co-catalyst is difficult on high surface area materials. Robbins
and this author [929] showed that partial oxidation of propylene
and isobutene on R TiO2(110) required trace amounts of water
on the surface in order for molecular oxygen to activate these
molecules. Similarly, Wahab et al. [1335] proposed that water
assisted O2 in ring-opening reactions during the photooxidation
of chlorobenzene on the A TiO2(001), TiO2(100) and TiO2(010)
surfaces. As discussed in Section 5.2.1, several scanning probe
studies on the R TiO2(110) surface have shown that water
assists in moving protons and oxygen atoms along and across
bridging oxygen rows, and aides in activating O2 on the surface
[526,795,797,806,807]. These studies all point to the need for
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a deeper understanding of the roles of water in chemistry and
photochemistry on TiO2.

6.4. Oxide additives

TiO2-containing mixed oxide and oxide–oxide interfacial sys-
tems have been extensively explored for their potential utility
in promoting photocatalysis, particularly with visible light. An
exhaustive list of oxides studied in conjunction with TiO2 is not
compiled here, but examples of themost popular systems are high-
lighted. The discussion in this section is organized according to
the various common (surface) effects that oxides have in promot-
ing/inhibiting photocatalysis on TiO2. Often the influence of an
oxide on TiO2 photocatalysis is a combination of several effects
[1336].

6.4.1. Physical effects

Thermal stability:Addition of an oxide to TiO2 or preparation of TiO2
particles supported on an oxide (for example, a mesoporous sup-
port) have been used to provide thermal stability to TiO2. While
photochemical reactions are not usually run at temperatures at
which thermal instabilities in TiO2 occur, preparation procedures
for TiO2 photocatalysts routinely require thermal treatments to
crystallize or dehydrate the material. Two undesirable outcomes
typically observed from thermal treatment are phase transforma-
tion and surface area loss (the latter also occurring during the for-
mer). Studies have shown that the A-to-R phase transformation
can be inhibited by addition of SiO2 [1337–1341], La2O3 [1342],
ZrO2 [1343–1347], ZnO [1348], WO3 [142,1349], CeO2 [1350] or
SnO2 [1351,1352]. Similarly, TiO2 particle sintering can be lim-
ited by inclusion of SiO2 [1339–1341], ZrO2 [1343,1344,1353],
CeO2 [1350] or SnO2 [1351,1352]. Both of these effects are linked
to the ability of the supported oxides to inhibit formation of in-
terfaces between TiO2 particles that lead to surface area loss and
sintering.
Oxide supports: Supporting TiO2 on another oxidematerial provides
opportunities for better TiO2 dispersion, higher effective surface
area and more uniform particle sizes. In most cases, enhanced dis-
persion is achieved by preparing TiO2 supported on another ox-
ide, but in some cases small amounts of an oxide added to (larger)
TiO2 particles can assist in minimizing TiO2–TiO2 interactions that
lead to sintering [594,1354]. Typical oxide supports that pro-
mote TiO2 particle dispersion include SiO2 [594,1041,1332,1355–
1362], ZrO2 [1346,1347], Al2O3 [1355,1363–1365], ZnO [1366]
and various zeolite supports [26,1367–1372]. Zeolites (for exam-
ple) provide uniform pore structures that limit TiO2 particle sizes.
Similar confinement effects are achieved with mesoporous oxide
supports. The chemical and structural interactions that promote
TiO2-support interactions are largely unexplored in the literature.
Site blocking: Oxides residing on a TiO2 surface can block adsorp-
tion or reaction sites, effects generally thought of as detrimental
to catalysis. Examples include inhibition of toluene photooxida-
tion on TiO2 by supported CeO2 [571], and attenuation of N2 and
2-propanol adsorption by supported Al2O3 or SiO2 during photore-
actions on TiO2 [1373–1375]. In other cases, supported oxides have
been reported to block sites on TiO2 surfaces that are important in
electron transfer processes [230,1376,1377].

6.4.2. Chemical effects
Oxide-on-oxide systems offer the potential for new reaction

sites at the interfaces where the oxides meet. In heterogeneous
photocatalysis, there is also the possibility that these interfa-
cial sites could act as unique electron transfer sites. Numerous
studies have shown that enhanced photocatalytic properties of
TiO2-supported oxides or oxide-supported TiO2 can be linked to
the creation of new adsorption and/or reactions sites not found on
TiO2 alone. This has been seen for a number of oxides supported
on TiO2, including: CuO for photoreduction of CO2 [1287]; Al2O3
for benzophenone photooxidation [1378]; CaO for photocatalytic
NOx abatement [1379]; MgO for photooxidation of surfactants
[1380,1381]; NiO for CO photooxidation [1382]; SiO2 for dye pho-
todegradation [1383], TCE photodecomposition [1384], toluene
photooxidation [947], and 2-chloroethyl ethyl sulfide photode-
composition [1073]; and WO3 for photooxidation of 2-propanol
[1385], nitrophenol [1386] and ammonia [1387]. In many cases,
the oxide- TiO2 interface offers unique environments for the gen-
eration of OH groups that are more easily photooxidized (to rad-
icals) [1388,1389]. In other cases, the presence of the supported
oxide alters the acid–base properties of TiO2 in the vicinity of
the supported oxide [1298,1385,1390,1391]. For example, Noguchi
et al. [1298] showed that alumina supported on TiO2 resulted in a
shift in the isoelectric point of TiO2 to higher pH, which in turn al-
tered the adsorption properties of different species from solution.
These authors proposed that a judicious selection of an inert oxide
on TiO2 could provide a means of tuning surface charges without
altering solution conditions.

Supported oxides that are more ‘reducible’ than TiO2 can act
as electron scavenging and storage sites, allowing photooxidation
reactions to occur under conditions in which the electron
scavenging half reaction is limited (e.g., by periodic changes
in O2 partial pressure or by site blocking). In this case, the
supported oxide does not necessarily act as a co-catalyst (unless
a mechanism is included for its regeneration) but more as a
reactant. Examples included supported CuO [1392], WO3 [1393–
1397] and MoO3 [1396]. In other cases, supported oxides can
become dissolved into TiO2 during heating, resulting in altered
photocatalytic activities [1398–1403]. Beydoun and Amal [1398]
found that heating TiO2–Fe3O4 core–shell assemblies resulted in
loss of TiO2 surface area by sintering and diffusion of Fe into
TiO2, both of which diminished the photoactivity. Photochemical
dissolution of the magnetite phase and e−/h+ pair recombination
at the interface were also found to decrease photoactivity [1399,
1400]. Fe2O3 on TiO2 also exhibits interdiffusion of Fe into
TiO2 during heating which results in photochemical deactivation
[1403].

6.4.3. Electronic effects

Heterojunctions: Supporting an oxide on TiO2 (or vice versa) can
also alter the electronic properties that influence charge carrier
generation (see Section 1), separation and transfer. If the supported
oxide is a semiconductor, then there is the potential for generation
of a heterojunction at the oxide–oxide interface resulting in a
band offset that promotes charge separation across the interface.
This situation has been proposed for a variety of oxides on
TiO2, including: Cu2O [1404–1408], CuO [1409–1411], ZnO [1412],
WO3 [143,1413–1418], SnO2 [1351,1419–1427], RuO2 [1428],
CeO2 [1429], and SrTiO3 [1430]. Oxides with CB edges that are
at lower potential than the electron trapping potential of TiO2
can accept charge from TiO2. As an example, Wang et al. [1413]
used Kelvin probe force microscopy to show electron transfer
between TiO2 and WO3. Fig. 6.10 shows topographical (‘(a)’)
and potential (‘(b)–(d)’) images for a composite film mixture of
WO3 nanoparticles supported on a TiO2 particle film. (The circle
in each images provides the common reference point.) In the
latter case, the contrast represents the variation in the surface
contact potential, with dark features representing WO3 particles
at lower contact potential (greater local work function). Images
in Fig. 6.10(b)–(d) represent a ‘dark’–‘light’–‘dark’ cycle showing
a nearly uniform change in the overall surface potential resulting
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Fig. 6.10. Morphology (a) and surface potential (b–d) images of WO3–TiO2 nanocomposite films. (See text for image descriptions.)
Source: Reprinted with permission fromWang et al. [1413].
© 2006, American Institute of Physics.
from UV irradiation (image ‘c’). The magnitude of the change in a
given region was ∼0.4 eV, and represented electron accumulation
on WO3 particles and hole accumulation on TiO2 regions. These
data show evidence of UV-induced charge transfer between TiO2
and WO3. The charge transfer could be from either electron
transfer from the TiO2 CB to the WO3 CB, or hole transfer from
the WO3 VB to the TiO2 VB. Image ‘d’ shows that in the dark,
the particle surfaces regain some, but not all, of their previous
contrast pattern suggesting that long-lived charge traps were
retained. Tuan et al. [1430] proposed a similar situation for
epitaxial films of A TiO2(001) grown on SrTiO3(100). In contrast,
other heterojunctions (such as the Cu2O/TiO2 system [1408])
promote hole accumulation on the supported oxide and electron
accumulation on TiO2. The CuO/TiO2 system is an interesting case
in which the flat-band potentials of each oxide would suggest
that a heterojunction should not exist. However, Jin et al. [1409]
proposed that electron transfer from TiO2 to CuO occurred during
photocatalytic water reduction due to charge build-up on CuO that
shifted its CB edge to lower potentials. Similar effects might be
expect in other oxide/TiO2 systems where the band edge positions
can be manipulated by controlling the interfacial structure and/or
surface chemistry.

Interfacial states: Interfaces between oxides and TiO2 provide
situations for enhanced photocatalytic activity. For example,
Hernandez-Alonso et al. [1431] found that binary mixtures of
TiO2 and ZrO2 particles exhibited greater photocatalytic activity
for photooxidation of acetone and methylcyclohexane than did
solid solutions of similar amounts of the two oxides. This
points to the interfaces between the oxide particles having a
promoting influence not seen in a mixed suspensions of ZrO2 and
TiO2. Similarly, Mn2O3 clusters on TiO2 showed greater activity
for dye photodegradation than did Mn4+-doped TiO2 [1432].
Oxide–TiO2 interfaces also generate electronic states that pin the
system’s Fermi level [1433], or act as charge trapping and/or
charge recombination sites [592,594,1350,1375,1434–1437]. For
example, Li and coworkers [1435] found that low coverages of
supported CuO on R TiO2 nanoparticles promoted methylene
blue photodecomposition but that larger loadings resulted in
diminished activity (see Fig. 6.11). Based on EPR and XPS results,
Li et al. attributed this behavior to trapping of electrons at
interfacial TiO2–CuO states associated with non-bulk-like CuO
clusters. At higher loadings, these authors found that larger CuO
particles blocked sites and contributed to charge recombination.
Gesenhues [1375] found that Al2O3 particles embedded in the
bulk of R particles had a more significant influence in hindering
photodegradation of paint pigments than did the same amount
of Al2O3 residing on the TiO2 surface. Gesenhues proposed that
Al2O3–TiO2 interfaces acted as trapping and recombination sites,
inhibiting the (undesirable) photochemistry in applications of TiO2
as a white pigment. The structural origin of these interfacial traps
and recombination centers in the Al2O3–TiO2 system is unclear,
however Sanchez-Agudo and coworkers [1438–1440] have shown
that Ti–O bonds at the TiO2–Al2O3 interface lose some of their
covalence (i.e., the VB states at the interface lose some of their Ti
3d character) which likely influences the electronic character and
stability of holes at those sites. Similar observations where seen
for the TiO2–MgO interface [1440], suggesting that the degree of
ionic versus covalent character in TiO2 can be manipulated in this
way.
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Oxide overlayers on TiO2 have been shown to promote electron
injection yields in DSSC applications by removing surface trap
sites that confine the injected electron in the vicinity of the
ionized dye and/or by providing an electronic barrier to back-
electron transfer. This condition has been achieved with thin
films of Al2O3 [1441–1445], SiO2 [1445], NiO [698,1446,1447],
ZrO2 [1445] and ZnO [1448–1450] on TiO2. Fabregat-Santiago
et al. [1441] found that a thin coating of Al2O3 on TiO2 increased
the photocurrent yield in DSSC by decreasing the back-electron
transfer rates by a factor of 3–4. The upper panel of Fig. 6.12 shows
that reduction of the ionized dye on a TiO2 film was accelerated
at negative potentials (as revealed by the rapid decay of the dye
cation’s transient absorption signal), whereas no applied potential
dependence was observed in the Al2O3-coated reflective of the
absence of back-electron transfer. In contrast, while other groups
have found that ZnO films promote charge transport in TiO2 [1448,
1449], Park et al. [1450] found that a thin ZnO shell on a TiO2 core
significantly inhibited particle-to-particle electron transfer, thus
limiting the DSSC photocurrent.

6.5. Metal cations

Metal cation doping of TiO2 for photocatalytic applications
has been extensively explored in the literature. Many papers
that deal with metal cation doping focus on manipulating the
optical absorption behavior of TiO2 instead of on altering the
surface properties of TiO2. While issues associated with the former
mostly involve studies of bulk doping (see Section 1), this section
examines howmetal cations adsorbed on the TiO2 surface alter its
photocatalytic properties. Significant challenges associated with
surface modification of TiO2 by metal cations are in determining
where themetal cation resides on the surface, what are its possible
oxidation states and coordination environments, and howdo these
properties influence (enhance or diminish) the photocatalytic
properties of TiO2. In many ‘doping’ studies, the metal cation
is incorporated in the TiO2 lattice during a sol–gel (or similar
preparatory) stage. Because such preparation methods typically
result in both surface and bulk modifications of TiO2, it can
be difficult to distinguish between bulk and surface effects. For
simplicity, discussion here will focus on metal cation additives
10–4

10–6 10–5 10–4 10–3 10–2 10–1 100

10–3

10–4

10–3

Δ 
O

.D
.

Δ 
O

.D
.

t(s)

a

b
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of bias voltage after electron injection into nanocrystalline TiO2 films (a) without
and (b) with Al2O3 coatings.
Source: Reprinted with permission from Fabregat-Santiago et al. [1441].
© 2004, American Institute of Physics.

that reside, because of the preparation method, preferentially on
the surface of TiO2. The aim of this distinction is to attempt to
draw a correlation between the physical and chemical properties
of ‘surface-doped’ TiO2 and their photocatalytic activities. Instead
of focusing on various metal-doped systems (such as was done
in Section 6.1 for noble metals), this section identifies various
phenomena associated with the influence of surface cations on
TiO2.
New active sites: An obvious effect of metal cations added to the
surface of TiO2 is the generation of new active sites. Examples in-
clude TiO2 surfaces modified with: Cu+/Cu2+ [1031,1145,1451–
1454]; Fe3+ [1455]; Zn2+ [1456]; V5+ [1031]; and Cr3+ [1031].
Yamashita and coworkers [1454] suggested that isolated surface
Cu+ sites on TiO2 assisted in methanol formation during CO2 pho-
toreduction. Surface Fe3+ cations enhanced maleic acid photooxi-
dation [1455] by generating new adsorption sites. Wu and
Cheng [1031] observed that adsorbed metal cations (Cu, V or Cr)
acted as adsorption sites for NO and promoted NO photooxidation
over TiO2. In general, these examples donot showclear distinctions
between the metal cations acting as typical catalytic enhancers
versus acting as surfaces sites that promote electron transfer.
Site blocking: In contrast tometal cations acting as adsorption sites,
other studies show examples of site blocking by adsorbed metal
cations. For example, Mu et al. [1457] observed that adsorbed
Mn2+ cations on TiO2 blocked adsorption sites needed for dye
photodegradation. Similarly, surface Fe3+ cations inhibited ethanol
photooxidation on TiO2 by blocking adsorption sites [1458].
Adsorbed Al3+ cations diminished the build-up of strongly bound
surface intermediates that inhibited salicylic acid photodecompo-
sition on TiO2 [1459]. In a slightly different sense, addition of Fe3+
to the surface of A was shown to inhibit formation of surface sites
that can initiating the A-to-R phase transformation [1458].
Charge separation, recombination and/or transfer: Metal cations ad-
sorbed on a TiO2 surface can act as sites atwhich charge carriers are
separated and/or trapped, as sites where charges recombine, or as
sites where electron transfer is enhanced. For example, Murakami
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et al. [1460] found that certain transitionmetal cations (Fe3+, Cu2+,
Ni2+ and Cr3+) on TiO2 acted as electron acceptors from the TiO2
CB, promoting charge carrier separation and efficient photooxi-
dation. In some cases, the ability of adsorbed metal cations to
scavenge CB electrons had a negative effect on O2 photoreduction,
particularlywhen the reaction products of O2 photoreductionwere
needed to promote indirect oxidation processes [230,1288,1461].
Adsorbed cations have been shown to inhibit back-electron trans-
fer in DSSC situations [1324,1462,1463]. The presence of cationic
species (e.g., Mg2+, Li+, Na+ and K+) at the surface of TiO2 stabi-
lized I− at or near the surface, enhancing its rate of oxidation (by a
photoionized dye) in DSSC applications [1463]. In other cases, ad-
sorbed surface cations enhanced charge recombination [1464].
Modified surface electrostatics and potentials: Adsorbed metal
cations can also alter the electrostatics at the surface that
promote or inhibit electron transfer processes. For example, Pelet
et al. [1463] showed that oxidation of I− (and formation of I−2 )
were facilitated on the TiO2 surface with alkali promoters that
reversed the surface charge from negative to positive. This change
allowed I− adsorption and oxidation (in this case by a dye cation).
Similarly, Nakade et al. [694] used adsorbed Li+ to enhance
the I−/I−3 redox couple reaction through modification of the
surface potential. Sakaguchi and coworkers [904] found that the
degree of enhancement in acetone photooxidation on TiO2 by 3+
lanthanides (Yb3+, Eu3+, Sm3+ and Ce3+) tracked the ionic radius
of the metal ion, suggesting their role was electrostatic in nature.

6.6. Miscellaneous poisons and promoters

6.6.1. Self-poisoning
In many heterogeneous photocatalysis applications, both redox

processes are required to occur on the same catalyst, necessitating
establishment of a balance between the various oxidation and
reduction reactions in order for the overall process to occur.
However, if one reactant (e.g., an organic) binds strongly and
covers the TiO2 surface, access of another reactant (e.g., oxygen)
to the surface may be limited. In this sense, some reactants
may ‘self-poison’ their own photocatalytic degradation. This
has been seen for numerous reactants, such as: acetone [701],
trimethyl acetate [515,543], trichloroethylene [718], ethanol [841],
acetaldehyde [841], various phosphates and organophosphorus
compounds [719,1053,1056], styrene [1465], and N2O [705]. This
author [701] observed a 10 fold decrease in the rate of acetone
photodecomposition to acetate on R TiO2(110) when the initial
acetone coverage was increased from 0.25 ML to a full 1 ML
coverage (Fig. 6.13). This self-inhibition in the rate of acetone
photodecomposition was due to the inability of O2 to gain access
to the acetone-covered surface.

6.6.2. Reaction product/intermediate poisoning
Because each electron transfer step in an overall, multi-

electron electron transfer photocatalytic reaction is unique, the
intermediate products of one step might act to inhibit the kinetics
of another (for example, by site blocking).Water, as a photoproduct
of many oxidation and reduction reactions, may have such an
influence based on discussion in Section 6.3. Reaction conditions
targeted to enhance a particular electron transfer process (e.g., one
requiring direct hole transfer) in an overall reaction might
backfire when it comes to a subsequent step that required
a different reaction process, resulting in build-up of a more
strongly bound, less reactive surface intermediate. Insights into
photochemical competition between reactants and intermediates
can be obtain by comparing relative reactivities of binary reactant
mixtures, such as has been done by Lichtin and coworkers [1466].
Conversely, one can identify the various key reaction steps and
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the inhibiting intermediates/products for a particular reactant and
then ‘redesign’ conditions for overall efficiency. More common are
cases in which an intermediate from a particular reactant acts as
an inhibitor. Examples including: acetate or condensation products
from acetone: [701,1020], acetaldehyde from ethanol [890,893],
benzaldehyde, benzoate and other aromatics from toluene [941–
943,946,947,1318], acetone from isopropanol or propane [903,
927], acetate from catechol or resorcinol [1467], sulfates/sulfites
from sulfides or organosulfides [1067,1074,1082], and halides
or halocarbon fragments from halocarbons [718,1006,1008,1009,
1015]. Similarly, in systems in which a co-catalyst is employed,
build-up of a strongly bound intermediate on the co-catalystmight
have adverse effects on the overall reaction process. Perhaps a
classic example of this effect is the saturation of a noble metal
co-catalyst surface with CO [955,1276,1277,1284,1468]. As an
example, Bowker’s group [1276,1277] has shown that CO build-up
on Pd particles on TiO2 can inhibit photocatalytic rates ofmethanol
reforming to H2.

6.6.3. Oxyanions
Oxyanions such as sulfate, phosphate, nitrate and carbonate can

bind strongly to TiO2 surfaces, initiating a variety of effects that
include site blocking, modification of surface electrostatics, sta-
bilization of high surface areas, and formation of new adsorption
sites or charge trapping sites. These effects can conflict with each
other rendering net promotion in some cases and inhibition in
others. Numerous studies have shown inhibited photocatalytic
performance on TiO2 with surface oxyanions, such as nitrate
[1469–1472], carbonate [1067,1313,1314,1470,1473], sulfate
[1067,1078,1316,1470–1472,1474], and phosphate [1291,1470–
1472]. For example, Chen and coworkers [1470] found that sur-
face oxyanions competed with dichloroethane for adsorption sites
during photooxidation of this molecule on TiO2. Cao et al. [1473]
found that strongly bound carbonates reduced the photoactivity of
TiO2 for phenol photooxidation, especially when the TiO2 photo-
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catalyst was prepared from sol gels under basic conditions where
more OH groups were present. In some cases, the inhibiting effect
of surface oxyanions can be reduced by washing the photocatalyst
[1078,1472], which shows that these species are easily hydrated
and removed from the surface.

In contrast, other groups have shown that under certain
conditions surface phosphate [1475–1477] or sulfate [1474,1475,
1478–1485] can promote photocatalytic reactions. Nakajima and
coworkers [1480] proposed that adsorbed sulfate diminished the
binding strength of certain adsorbates on TiO2, amounting to a
promotion effect when strongly bound intermediates (such as
seen in the toluene photooxidation process) were destabilized.
Similarly, Wu et al. [1475] found that adsorbed phosphate
and sulfate on TiO2 surfaces with supported Pt nanoparticles
decreased the formation of CO (which poisons Pt) duringmethanol
photocatalytic reforming without diminishing the amount of
H2 formed. Muggli and coworkers [1481] suggested that the
promoting role of sulfating TiO2 was mostly due to preservation of
high surface area TiO2 during thermal pretreatment. A similar feat
was ascribed to surface phosphates [1476,1477]. Colon et al. [1482,
1483] suggested that sulfating TiO2 chemically generated reactive
centers on the surface not present without sulfating, but that
sulfate did not remain on the surface. Similarly, Wang et al. [1485]
proposed that sulfate treatment increased the concentration of
highly acidic surface sites. Other groups have proposed that surface
sulfate acts as an electron trap, facilitating charge separation [1479,
1484].

6.6.4. Halides
Despite the large volume of work in the literature on the

photodegradation of chlorinated hydrocarbons, themost intensely
studied halogen in terms of its modifying effects on TiO2
photochemistry is that of fluorine. Fluorination of TiO2 surfaces is
generally believed to substitute surface OH groupswith F [725,739,
1486–1488]. In agreement with this assertion, Tang et al. [1489]
have shown that surface fluorination did not significantly alter
the bulk structure or optical properties of TiO2, but increased
its surface acidity, which in turn enhanced the binding of polar
molecules to the surface. Other groups have also shown that
surface fluorination strongly affects adsorption processes [1490,
1491]. However, the main influence of surface fluorination may be
in how it influencesOH•production. Park andChoi [353] suggested
that surface fluorination enhanced photochemical processes that
rely on OH• attack, but inhibited those that rely solely on direct
hole-mediated electron transfer chemistry. This conclusion is
also held by other groups [739,1487,1488]. Park and Choi [743]
showed that the ‘remote’ photooxidation (see Section 5.1.1)
of stearic acids was enhanced by surface fluorination of TiO2.
Fig. 6.14(a) and (b) shows changes in the FTIR of stearic acid
adsorbed on a glass slide spatially separated by ∼30 µm from an
irradiated TiO2 sample. Little change was observed for undoped
TiO2, but significant stearic acid decomposition was observed
when the TiO2 sample was surface-doped with fluoride. This
observation supports the notion that surface fluorination lowers
the barrier to formation and/or emission of reactive radicals from
TiO2 surfaces. Many groups suspect that hydrogen peroxide is
a key species in remote photooxidation on TiO2. This species is
formed in the electron-mediated half reactions of O2. Maurino
et al. [1486] have shown that surface fluorination of TiO2 promoted
photochemical production of hydrogen peroxide, the production
rate of which was proportional to the surface Ti–F coverage.
Mrowetz and Selli [1492] also observed enhanced hydrogen
peroxide photoyields on fluorinated TiO2.

Studies on the surface modification of TiO2 by other halides
are less abundant. There are inconclusive results on the effect
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of surface Cl on photooxidation reactions, exhibiting either an
inhibiting influence on surface photooxidation reactions or no
influence at all [1296,1302,1472,1493–1495]. d’Hennezel and
Ollis [1494] have shown that surface chlorination enhanced the
overall photooxidation of toluene and hexane, had no effect on
1-butanol, and inhibited acetone photooxidation. This diverse
behavior points to selective effects by adsorbed Cl− on specific
reactants and intermediates. Horikoshi et al. [1495] pointed out
that of the halides, only surface bromide had an effect on the
photooxidation of phenol, diminishing the reaction rated by a
factor of three. These authors attributed to influence of Br− to
either site blocking or charge scavenging. Surface Br− and I−
have also been shown to inhibit surfactant photodegradation on
TiO2 [1496]. The source of this effect in the I− casemay be its ability
to readily scavenge VB holes [725].

6.6.5. Sensitizers
Molecular or semiconductor sensitizers are generally used

with TiO2 in photovoltaic applications or in photoelectrochemical
situations in which electrons are shuttled through TiO2 to
a counter electrode where desired chemical conversions take
place (i.e., away from the TiO2 surface). (As an example,
see work of Treadway et al. [1497] who used Ru(II)-based
chromophores anchored to a TiO2-coated anode to promote 2-
propanol conversion to acetone at the photooxidized Ru center and
water reduction at a Pt counter electrode.) There are instances in
which sensitizers have been used to promote photocatalysis on
TiO2. Examples include use of metal sulfide heterojunctions [341,
926,1498–1511] and molecular dyes [1013,1512,1513] that, on
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excitation, inject electrons into the TiO2 CB for photoreduction
reactions.

6.6.6. Surface functionalizers
Generating TiO2 nanoparticleswithwell-definedparticles sizes,

and keeping suspensions of these from agglomerating, can be
challenging. Several groups have discovered that surface func-
tionalization can assist in this effort. For example, Nakanishi and
Imae [1514] discovered that siloxyl-terminated dendrons, when
adsorbed on TiO2, prevented nanoparticles from agglomerating by
forming a protective sphere around the particle that limited ap-
proach of other particles (see cartoon in Fig. 6.15). The degree of
agglomeration inversely varied with the degree of branching in
the dendron, but no inhibition of reactant molecules access to the
TiO2 surface was detected. This is shown in Fig. 6.15 for the pho-
tooxidation of 2,4-dichlorophenoxyacetic acid on bare TiO2 and
on TiO2 modified with single-branched (G1) and triple-branched
(G3) dendrons. Greater activity, as a result of more limited parti-
cle agglomeration, was observed with more branched dendrons.
Also, dendron photooxidation was not observed, which might be
linked to the stability of the TiO2–siloxyl linkage. Similar results
were achieved by Satoh et al. [124] for TiO2 nanoparticles below
2 nm in size. In contrast, Egerton et al. [1374] found that while
adsorbed stearate was used to stabilize TiO2 in suspension, it also
inhibited the photodecomposition of 2-propanol, presumably be-
cause it blocked access of molecules to the surface. Surface func-
tionalization can also be used to tune the potential andDOS of elec-
tron acceptor states in DSSC applications, as shown by changes in
the charge injection yields for the cases of decyltriethoxysilane-
modified TiO2 films in two different electrolyte solutions from the
work of Morris and Meyer [1515] (Fig. 6.16). These authors pro-
posed that functionalization of the TiO2 surface could be used to
shift the CB DOS and thus influencing electron injection yields.

6.6.7. Carbon nanotubes
Carbon nanotubes, nanofibers and composites have been used

by groups as supports to promote dispersion of TiO2. For example,
see work of Fu et al. [1516] who used carbon fibers to minimize
TiO2 nanoparticle agglomeration. Carbon nanotubes, in particular,
offer high surface areas, structurally uniform surfaces and high
thermal stabilities in comparison with other forms of carbon.
While the attachment chemistry is not well-understood, several
groups have shown that carbon nanotubes can be used to
effectively disperse TiO2 nanoparticles [1517–1521].

7. Phase and form

The terms ‘phase’ and ‘form’ were chosen for this section to
illustrate the diverseways inwhich surface structure can influence
TiO2 photocatalysis. The terms ‘phase’ and ‘form’ tend to have large
scale connotations, but they both have significant implications for
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the local (atomic) physical and electronic structures that are the
‘standard’ ways in which surface scientists think about surface
structure. Phase refers to the crystallographic uniqueness of the
TiO2 surface, spanning a spectrum from amorphous to highly
crystalline A and R. Form refers to the state a particular phase
might be in (e.g., a nanoparticle, a structural domain in a thin
film or a macroscopically large single crystal). TiO2 surfaces are
rich in structural variations that directly impact chemistry and
photochemistry. The richness in structure is seen both in the
arrangement of atoms (‘physical’ structure) and the distribution
of states (‘electronic’ structure). Emerging expertise in the design
of TiO2 surface structures aims at optimizing the physical and
electronic structures for optimal photocatalytic performance.

7.1. Phase

7.1.1. Crystalline versus amorphous
The degree of surface crystallinity has a significant influence

on TiO2 photocatalytic activity in materials such as nanoparticles,
thin films, mesoporous networks, nanotubes and rods, and
sol gels [112,369,398,595,600,693,1522–1542]. The correlation
between photoactivity and crystallinity is particularly relevant
in A nanoparticles because this is the low temperature phase
of TiO2. Poorly crystallized A materials are routinely annealed
to improve crystallinity (and hence photocatalytic performance).
Angelomé et al. [1523] observed that the extent of salicylic
acid photodegradation on mesoporous A varied with crystallinity
based on Ti K-edge X-ray absorption near-edge structure (XANES)
measurements. Fig. 7.1 shows changes in the Ti K-edge XANES
leading edge for 150 nm thick films of A grown on ITO (a)
and Si (b) substrates. As the films were annealed to higher
temperatures, the A XANES profile sharpened. Intensity at the
leading edge feature (at ∼4968 eV), which is most reflective
of Ti in an octahedral field, was used to gauge crystallinity.
In Fig. 7.2, Angelome and coworkers [1523] showed that the
extent of salicylate photodecomposition (‘‘PD%’’) scaled with the
fraction of crystallized A present. (Their data also show that
‘‘crystallized’’ A on silicon performed better than that on indium
tin oxide.) Similar conclusions about the importance of surface
crystallinity have been reached by others. Grela and Colussi [398]
observed a 10 fold increase in the quantum yield of the first
step of nitrophenol photodegradationwith highly crystallized TiO2
over that of poorly crystallized sols. Colbeau-Justin et al. [112]
observed longer carrier lifetimes with improved crystallinity of
A. In the context of dye sensitized TiO2, Martini et al. [693]
observed that the forward/reverse electron transfer rates from/to
anthracene carboxylic acid dyes on TiO2 nanoparticles were faster
in crystalline A than in amorphous TiO2. These authors attributed
the fast rates to the greater efficiency of electronic coupling
between the dye’s excited state or ionic state and acceptor/donor
states in TiO2.

The improvement of photocatalytic performance with in-
creased crystallinity is generally attributed to the removal of
dangling bonds and distorted lattice structures that act as charge
trapping and/or recombination sites. The role of surface versus
bulk crystallinity has not been explored primarily because it is dif-
ficult to differentiate between the two in typical TiO2 materials.
Because surfaces possess dangling bonds and readily restructure
relative to the ideal bulk structures, it is not unreasonable to ex-
pect that the structural quality of a TiO2 surface should play amajor
role in influencing surface charge carrier stabilities. Determining
the impact of surface crystallinity on photoactivity is also compli-
cated by other phenomena. For example, Vorontsov et al. [1538]
have shown that increased crystallinity can also be accompanied
by the adverse effects of the losses of surface OH coverage and to-
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Fig. 7.2. Correlation between the extent of salicylate photodegradation (‘PD%’) and
the crystallinity of mesoporous A TiO2 films (expressed as a fraction relative to the
content of amorphous TiO2 present) deposited on ITO (filled circles) and Si (open
circles) substrates.
Source: Reprinted with permission from Angelome et al. [1523].
© 2007, American Chemical Society.

tal surface area. Purely amorphous TiO2 is photo-inactive irrespec-
tive of its surface OH population or surface area [600]. In mixed
polymorph systems (see below), the ratio of phases and how they
interact can also offset the positive influences of improved crys-
tallinity. The risks associated with achieving higher crystallinity in
TiO2 nanoparticles are the loss of surface area (due to sintering)
and (in the A case) phase transition.

7.1.2. Anatase versus rutile
A common perception in the TiO2 photocatalysis literature is

that the A phase is inherently more photoactive than the R phase.
There are three issues to consider in such comparisons: (1) how
the respective bulks of A and R respond to light absorption and
charge transport, (2) how the surfaces of A and R respond to charge
trapping and transfer, and (3) how the surfaces of A and R respond
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chemically to the adsorbates involved (directly or indirectly) in
electron transfer reactions. The first of these issues relates to the
differences in the solid state properties of the two polymorphs,
and the latter two have more to do with the surface properties
of the many different facets of A and R. While this review focuses
on the surfaces of TiO2, it is important to consider how the bulk
properties of these two polymorphs may influence heterogeneous
photocatalysis. (As discussions in Sections 1 and 2 show, the
photoabsorption properties and charge carrier dynamics of A and
R differ from each other.) Aside from the bulk structure (which
impacts surface structure), the most common difference between
A andR is their optical bandgap. Kavan et al. [116] point out that the
difference between the 3.2 eV bandgap of A and the 3.0 eV bandgap
of R lies mainly in the position of the CB edge, the edge for A being
∼0.2 eV higher than that of R.

One area in which the surfaces of A and R significantly
differ from each other is in terms of their relative surface
reducibilities. While this quality may not seem directly relevant
to photocatalysis, the ability of a TiO2 surface to stabilize a redox
change impacts how it responds to charge carriers that arrive
there during photocatalysis. The reducibilities of A, R and P-25
were explored by Komaguchi et al. [186] using vacuum annealing
and reaction with H2 at 773 K, followed by quantification and
characterization of the resulting surface Ti3+ profiles at 77 K
with EPR. The authors’ EPR data showed that R was more easily
reduced (with H2 or vacuum annealing) than A, irrespective of
whether it existed as separate phase or in the mixed-phase P-25.
For example, the authors observed Ti3+ signals for R heated in
vacuumat 673 Kwhereas no evidence for surface or bulk reduction
was detected for A with similar treatments. (As will be discussed
below, the R component in P-25 is believed to accommodate
excited electrons more readily than the A component.) Exposure
of reduced P-25 to air resulted in preferential oxidation of Ti3+
groups in R, presumably located at the surface, whereas Ti3+
groups in A, when formed, were not removed by air exposure
suggesting subsurface reduction centers. The relative ease with
which A and R single crystal surfaces are reduced (see [175,
1543]) provides additional insights into how specific surface
orientations of each polymorph respond to the effective ‘reductive’
or ‘oxidative’ conditions associated with charge carrier trapping
and transfer at their surfaces. Although considerably more work
exists in the literature on single crystal surfaces of R than A, the
available studies on both suggest that R surfaces are considerably
easier to vacuum reduce than are A surfaces [175].

The perception that A is the more photocatalytically active
polymorph of TiO2 often results from the greater stability of
A as high surface area nanoparticles. As Addamo et al. [1544]
have pointed out, it is difficult to accurately compare different
polymorphs of TiO2 due to surface area differences and lack of
knowledge regarding what fraction of a nanoparticle’s surface
is active. Recently, new preparation methods that generate R
nanoparticles with sizes less than 10 nm have allowed direct
comparisons of A and R nanoparticles with comparable surface
areas. Numerous studies show that R nanoparticles with sizes
similar to those of Ananoparticles have comparable or even greater
photoactivities [1157,1330,1478,1542,1545–1552]. For example,
Sun and coworkers [1330] showed that the activity of 7 nm
sized R nanoparticles was greater than that of comparable A
nanoparticles for phenol photodegradation, an observation they
linked to a greater population of OH groups on the former. Ohno
and coworkers [1157] showed that similar photoactivities for A
and R held for large particles. They found that R particles of micron
size were more efficient at separating charge between crystal
faces than was seen with comparably sized A particles. This was
attributed to the emerging contribution of the (110) faces for larger
R particles. Other authors [1542] have shown that the normalized
Table 7.1
Calculated surface free energiesγ and surface tensionsσ (J/m2)of prominent facets
on clean, partially hydrogenated and fully hydrogenated TiO2 nanoparticles. Top:
anatase; bottom: rutile.© 2004, by the American Physical Society.
Source: Reprinted with permission from Barnard and Zapol [1553].

Surface Clean Partial Full
γ σ γ σ γ σ

(001) 0.51 2.07 0.86 0.50 0.84 0.91
(100) 0.39 0.60 0.55 0.23 0.65 −0.19
(101) 0.35 0.51 0.51 0.71 0.63 0.09

(100) 0.60 0.95 0.71 0.66 1.82 0.80
(110) 0.47 1.25 0.56 1.96 0.84 1.27
(011) 0.95 1.50 1.02 0.39 1.19 1.38

photoactivities of R nanoparticles depends on the particle size,
increasing with decreasing size.

The interplay between the degree of hydration or hydroxylation
and particle size is important in influencing what crystal faces
of A and R are available. Barnard and Zapol [1553] examined
the phase stability of A and R as a function of particle size
and degree of hydroxylation using DFT. These authors calculated
the total surface free energies and surface tensions of A and R
nanoparticles as a function of size and shape for ‘‘clean’’, and
for partially and fully ‘‘hydrogenated’’ facets. The partial case
pertained to all under-coordinated O sites capped with H atoms,
while the fully hydrogenated case also had all under-coordinated
Ti sites capped with H atoms. (These conditions, in effect, provide
a coarse assessment of the surface stability as a function of H
atom reduction.) As shown in Table 7.1, the surface free energies
of the major facets of A and R revealed that the A TiO2(101) and
R TiO2(110) facets were the most stable. However, the relative
stabilities changed as the extent of hydrogenation increased,
resulting in the illustrative particle shape changes shown by the
Wulff constructions in Fig. 7.3. Barnard and Zapol also found that
extensive hydrogenation induced shape changes in R nanoparticles
that decreased the {110} facet contributions relative to that of the
{101} facets. Virtually no such change was seen in A. The crossover
points in relative stabilities of partially and fully hydrogenated
A and R are shown in Fig. 7.4. Clean (not shown) and partially
hydrogenated (top) A particles were more stable than comparably
sized R particles below ∼9 nm, but the crossover point for fully
hydrogenated A and R was at a much larger size (23 nm). These
data suggest that large R particles (>10 nm) are better suited for
stabilizing reduction than are A particles of comparable size.

Observations of comparable reactivities on A and R nanopar-
ticles point to a greater need for understanding how issues such
as morphology [1525,1554], surface structure and surface chem-
istry [290,542], the properties of the target molecule [1555] and
the overall mechanistic details of a photocatalytic reaction [928,
1545,1552] come into play when comparing the inherent photore-
activities of A and R. Along this line, Andersson et al. [1545] found
that the initial rate of phenol photodegradationwas greater on sus-
pended R nanoparticles than on equivalently sized A nanoparticles,
but sustained rates were greater for A because strongly bound in-
termediates tended to diminish the photoactivity of R nanoparti-
cles.

Much of the difficulty encountered in comparing the photoac-
tivities of A and R nanoparticles lies in not being able to perform
direct site-to-site comparisons. Single crystal A surfaces are not
(currently) commercially available, which make direct compar-
isons with data from R single crystals difficult. In the first direct
comparison of photoactivity on A and R single crystal surfaces un-
der UHV conditions, Ohsawa et al. [290,542] observed compara-
ble photodecomposition rates of TMA on a per-molecule basis for
A TiO2(001) and R TiO2(110). Fig. 7.5 shows the evolution of CO2
from hole-mediated photodecomposition of TMA on a 30 nm thick
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Fig. 7.3. Wulff constructions for clean (top), partially hydrogenated (center), and
fully hydrogenated (bottom) anatase (left) and rutile (right) calculated using the
surface free energies listed in Table 7.1.
Source: Reprinted with permission from Barnard and Zapol [1553].
© 2004, by the American Physical Society.

film of epitaxial A TiO2(001) grown onNb-doped SrTiO3(100) and a
comparable homoepitaxial R TiO2(110) film grown on R TiO2(110).
(The A film thickness precluded significant contribution from light
absorption by the SrTiO3 substrate.) The initial rates of CO2 evo-
lution were comparable, as demonstrated by the first order rate
analysis shown in the inset (both ∼0.2 s−1) but the rate of TMA
photodecomposition attenuated faster for A TiO2(001) than for R
TiO2(110). Those experiments were performed under anaerobic
conditions, so the role of surface electron trapping likely was a
factor in the higher sustained rates on R TiO2(110) compared to
A TiO2(001).

7.1.3. Mixed-phase
Irrespective of the debate over the relative photocatalytic

performance of A and R, it is becoming apparent that mixed-phase
TiO2 photocatalysts show interesting photocatalytic properties
not seen in either single phase [42,499,524,583,882,928,949,
1338,1474,1539,1556–1566]. This is particularly true of Degussa
P-25, the ‘gold-standard’ by which other TiO2 photocatalysts
are frequently evaluated. The widely acknowledged exceptional
photoactivity of P-25 [140,170,186,518,556,778,880,1328,1532,
1567–1572] is frequently attributed to a cooperative effect
between its composite mixture of ∼75% A and ∼25% R. Much
work has been dedicated toward understanding this material’s
photocatalytic capabilities. One of the continuing challenges has
been the difficulty of characterizing this material. It is still unclear
how A and R are distributed in powders of mixed-phase TiO2 like
P-25. Recently, Asarai and coworkers [1573] performed STM on P-
25, and (in some cases) these authors could distinguish between A
and R based on atomic-level structural details.

The enhanced activity of P-25 and other A + R mixtures is
generally thought to lie in the interfacial properties between
A and R [42,140,170,186,499,524,583,949,1474,1557–1560,1564,
1571,1574–1576] and not due to some cooperative effect of
their individual photochemical properties (although there is
Fig. 7.4. Free energy as a function of the number of TiO2 units for anatase
and rutile (calculated using the shapes in Fig. 7.3, and the γ and σ values
from Table 7.1) for partially hydrogenated (top) and fully hydrogenated surfaces
(bottom). Intersections indicate the particle sizes (expressed as particle diameter
for A) at which the phase transition is expected.
Source: Reprinted with permission from Barnard and Zapol [1553].
© 2004, by the American Physical Society.

debate on this point; see below). Chemical contact between
particles of these phases has been shown to be necessary to
obtain an enhancement frommixed-phase TiO2 [1474,1568,1575].
(Surprisingly, the same thing has been shown for A alone, where
particle–particle contact provides better charge trapping than
seen in isolated A particles [833].) A widely held explanation
of the need for A–R contact relates to their relative band edge
positions. Because the bandgaps of the two polymorphs are
slightly different (3.0 eV for R and 3.2 eV for A), there exists
the possibility for formation of a heterojunction between the
two in which electron transfer can occur [140,186,583,949,1557,
1559,1560,1564,1574]. In this sense, A–R interfaces can potentially
facilitate charge separation. Many groups have proposed that
after Fermi level alignment, the CB edge of R should be lower
than that of A, resulting in favorable conditions for electron
transfer from A to R [186,583,1557,1559,1560,1574]. This is
consistent with observations of reduction processes, such as Ag+

photodeposition [524,1559], occurring preferentially onRdomains
in mixed-phase TiO2 photocatalysts. For example, Kawahara
et al. [1559] show in Fig. 7.6 a scanning electron microscopy (SEM)
image (top) for a patterned A–R interface after Ag photodeposition.
The accompanying X-ray emission (XES) spectrum (bottom) shows
that Ag was preferentially deposited on the R half of the interface
(the oxidation half reaction was not specified, but presumably
occurred on theAportion.) In contrast, other groups have proposed
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Fig. 7.5. Comparison of the CO2 PSD rates from UV photodecomposition of TMA
on epitaxial films of A TiO2(001) (red, inverted triangles) and R TiO2(110) (blue,
triangles) normalized to TMA coverage. Inset shows rate plots from the PSD data.
Source: Reprinted with permission from Ohsawa et al. [542].
© 2008, American Chemical Society.

that electrons in the CB of R are transferred to A [140,949]. Hurum
et al. proposed that the key issue is the energy of electron trap sites
and not the positions of the band edges. These authors proposed
that electron trap sites can bemore stable on A, resulting in greater
stabilization of electron transfer from R to A. The interfacial region
between A and R can also act as charge trapping sites, facilitating
charge separation [42,499]. Other groups have proposed that the
A–R interfacial region has slightly modified optical properties
compared to those of the pure phases, enabling photoactivity with
sub-bandgap light [113,170].

The nature of the atomic-level contact between A and R that
facilitates enhanced charge separation is not well-understood.
Knowledge of the interfacial structuremay lead to better synthetic
optimization of the interface [1562]. Recently, Shao et al. [1577]
grew single phase A and mixed-phase A + R films on lattice-
matched substrates of SrTiO3(100) and LaAlO3(100) using molecu-
lar beamepitaxy (MBE)methods. By temporarily increasing the de-
position flux of Ti beyond the ideal rate for A growth, these authors
found that R inclusions formed within the A lattice (see Fig. 7.7).
After many such growths, Shao and coworkers observed with high
resolution transmission electronmicroscopy (HRTEM) that certain
A–R interfaceswere preferentially seen between A and R. In partic-
ular, A TiO2(110) planes tended tomatch upwith R TiO2(101) crys-
tallite faces, as did A TiO2(001) and R TiO2(100) interfaces. Based
on these results, Deskins et al. [1578] used near-coincidence site
lattice theory to construct energy minimized interfaces between
these (and other pairs) of A and R crystal planes. Fig. 7.8 shows en-
ergyminimized interfacial structures between the R TiO2(110) face
and the (101), (100) and (001) faces of A. Deskins and coworkers
found that, in each case, A–R interfaces were stabilized by maxi-
mizing the formation of 6-coordinate Ti (thusminimizing the num-
ber of Ti dangling bonds). Their calculations showed that although
the A–R interfaces were disordered (as one might expect), the dis-
tortions were limited to regions of only about 4 Å about the plane
of contact, with the R side attaining rutile-like octahedral and the A
side shouldering themajority of the disorder. This finding is consis-
tentwith the preference for A to transform into R (i.e., to accommo-
Ab Rb

1 µm

1 µm

RbAb

Fig. 7.6. (Top) SEMmicrograph and (bottom) X-ray emission image for Ag from the
same boundary region between anatase and rutile after photoreductive deposition
of Ag. The dashed line marks the boundary.© 2002Wiley–VCH Verlag GmbH & Co.
KGa.
Source: Reproduced with permission from Kawahara et al. [1559].

date itself to the R structure). These results also suggest that dan-
gling bonds at the interface are located more on the A side than on
the R side. Energy minimization relative to the pre-united cases
was seen for all the cases studied, but some interfaces (such as
the A TiO2(101)–R TiO2(110) pair and the A TiO2(100)–R TiO2(100)
pair) showed significantly greater degrees of stabilization suggest-
ing that these might be preferred contact points between A and R
in mixed-phase TiO2.

Despite arguments in favor of the interface being the key
issue, other groups have proposed that achieving photocatalytic
enhancement with A + R mixtures depends on the photocatalytic
reaction being examined [880,1112,1579]. For example, Ohno
et al. [880] proposed that R is uniquely suited for the electron
scavenging chemistry of O2 because no enhancement of A + R
mixtures was seen when Fe3+ was used as an electron scavenger.
Tseng et al. [1580] have suggested that surface area is the main
issue. In particular, the influence of particle agglomeration can be
optimized by adjusting the A-to-R ratio.

Manipulation of the A-to-R ratio has been shown to vary the
degree of enhancement in mixed-phase TiO2. The ‘optimal’ R
content seen for mixed-phase TiO2 has varied over a wide range,
from <10% up to >70% depending on the preparation method and
the photocatalytic reaction of interest [949,1474,1556,1558,1561,
1565,1566]. Methods for varying the ratio differ, including use of
mechanical mixtures, controlled sol–gel growth [1565], etching of
one phase relative to the other [880,1560] or (the most common)
thermal processing through the A-to-R phase transformation [949,
1558,1566,1581–1583]. The A-to-R phase transition starts at the
surfaces of A particles [1458,1584], or at A–A interfaces [1342,
1576] at temperatures above ∼850 K [1342,1580,1585,1586].
Thermal processes other than the phase transformation (such as
dehydration, sintering or particle restructuring) can also occur
during heating. The activity of P-25 (and presumably other mixed-
phase TiO2 photocatalysts) can be improved by hydrotreatment
[1328] or mild calcination [1532], and more active mixtures of
A and R have been prepared by varying the content or physical
properties of the phases.
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a b

Fig. 7.7. (a) Bright field TEM image (inset: selected area diffraction pattern for the film), and (b) high resolution lattice image, both showing that the rutile/anatase/LaAlO3
(LAO) interface (box in ‘a’) resulting from extreme growth conditions for MBE growth of TiO2 on LAO.
Source: From Shao et al. [1577].
Fig. 7.8. Most stable interfaces between R TiO2(110) and various A terminations: (a) TiO2(101), (b) TiO2(100), and (c) TiO2(001). Red and green spheres represent O atoms
from A and R, respectively, and gray and blue spheres represent Ti atoms from A and R, respectively. The solid circled regions show the lifting of A surface O atoms to form
six-coordinated R-like Ti coordinations, whereas dashed circled region show Ob sites on R TiO2(110) bonding to A Ti atoms. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)
Source: Reprinted with permission from Deskins et al. [1578].
© 2007, American Chemical Society.
7.1.4. Brookite

There are examples in the literature of photocatalytic studies
on pure-phase brookite (B) [1544,1587–1594], as well as mixed-
phase photocatalysts containing B (not cited). As an example,
Addamoet al. [1544] compared the photodecomposition rates of 2-
propanol onA, R andB, and found that B had an activity comparable
to that of A for similar particle sizes. However, surface science
studies on this polymorph are few (if any). Detailed understanding
of the surface structure, chemistry and photochemistrymust await
the availability of single crystal samples or high quality epitaxial
films.
7.1.5. Tetrahedral TiO2

The characteristic structural feature of the common TiO2 phases
is that of Ti4+ in an octahedral field of O2− anions. However,
the low energy structures of small gas phase TiO2 clusters have
Ti4+ cations in tetrahedral geometries [123,1595–1597], with
octahedral character only developing for cluster sizes greater than
∼5 TiO2 units. These studies suggest that very small TiO2 clusters
or isolated Ti4+ cations on supports or embedded into the surfaces
of suitable hosts should have structural and chemical properties
that are different from those of the common TiO2 polymorphs.
While isolated Ti4+ cations or small TiO2 clusters cannot rightly
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Fig. 7.9. Correlation between the photoluminescence yield and the photoactivity
for liquid-phase oxidation of 1-octanol to 1-octanal from binary mixtures of TiO2
and SiO2 .
Source: Reprinted with permission from Yamashita et al. [1603].
© 1998, American Chemical Society.

be consider as a ‘phase’ of TiO2, discussion of their properties here
may inspire more work into unique and innovative phases of TiO2.
Two examples of studies on tetrahedral TiO2 will be considered. A
challenge for surface scientists will be to findmodels of these types
of sites that can be studied under controlled conditions.
Tetrahedral Ti4+ on silica: In concept, a TiO2 unit supported on
an oxide surface possessing tetrahedral structure might adopt
a similar structure based on a templating interaction. Such has
been shown to be the case for isolated tetrahedral Ti4+ sites
supported on SiO2 surfaces [134,930,931,1598–1606]. Liu and
Davis [134] examined mixed TiO2–SiO2 materials using X-ray
absorption spectroscopy (XAS), XANES and UV–vis as the TiO2
content was decreased. They observed that the optical absorption
threshold was blueshifted and the Ti coordination developedmore
tetrahedral character as the TiO2 content was decreased. TiO2
clusters of less than 1 nm in diameterwere still observed evenwith
an isolated-to-cluster site ratio of 8 to 1. Based on a correlations
between the photocatalytic activity (for oxidation of 1-octanol to
1-octanal) and the photoluminescence (at ∼480 nm) as a function
of TiO2 content (see Fig. 7.9), Yamashita et al. [1603] proposed
that the high activity of isolated tetrahedral Ti4+ on silica was
attributable to excitation of a long-lived electron transfer state.
They proposed a localized excitation, with a final state resembling
Ti3+–O−, where a 2p electron on oxygenwas excited to a 3d orbital
on titanium.

The impact of isolated Ti4+ sites on photocatalysis has also been
seen in the selective photooxidation of propylene to propylene
oxide [930,931,1598,1599]. Murata and coworkers. [931] observed
that the activity for propylene photooxidation to propylene
oxide decreased when the population of TiO2 clusters increased
relative to that of isolated tetrahedral Ti4+ sites. Similarly, Amano
et al. [1599] observed different reactivities of propylene toward
oxygen depending on whether the 4th coordination site of
tetrahedral Ti4+ was occupied by OH−, which was active toward
O2, or by an oxo group (Ti=O), which (like in other supported
metals such as V5+ or Cr5+) was not active.
Tetrahedral Ti4+ in frameworks: In contrast to supported tetrahedral
Ti4+, there are several examples of tetrahedral Ti4+ sites that have
been built into supporting frameworks of zeolites [1607,1608] or
of mesoporous/nanoporous systems [1476,1609–1614]. The Anpo
group [33,1615] is a leader in exploration of the photocatalytic
activity of tetrahedral Ti4+ in zeolite systems, particularly in
the settings of CO2 photoreduction [1186,1616–1622] and NO
photoreduction [1164,1165,1372,1623–1625]. In an example of
work from this group, Zhang et al. [1372] incorporated Ti4+ into
various zeolites with differing Si:Al ratios using ion exchange. The
Ti4+ geometry was shown to be tetrahedral based on extended
X-ray absorption fine structure (EXAFS) measurements, diffuse
reflectance absorption and photoluminescence. These authors
observed that the tetrahedral Ti4+sites photocatalyzed conversion
of NO to N2 + O2, but that N2O was formed instead at octahedral
Ti4+ sites associated with clusters of TiO2 impregnated into the
zeolite pores.

7.2. Form

Considerable effort has been invested in preparing new forms
of TiO2 materials that possess new properties relevant to hetero-
geneous photocatalysis (e.g., nanoscaled features with altered op-
tical or chemical properties) or utilized existing properties tailored
for new applications of photocatalysis (e.g., mesoporous films for
size-selected molecular photoconversion). Chen and Mao [14] re-
cently reviewed many of the novel material synthetic approaches
relevant to TiO2. In this section, the relationships between various
forms of TiO2 and their surface photocatalytic properties will be
discussed.

7.2.1. Particle surfaces
By far the most commonly studied form of TiO2 is that of

a particulate. However, the surfaces of particles are inherently
difficult to characterize because the degree of heterogeneity is too
extensive to permit the development of site-specific correlations
with activity. Progress has been made in understanding how the
nature of TiO2 particle surfaces affects surface chemistry and
photochemistry. In this section, the impact of a few common
variables in particle design on TiO2 photocatalysis are considered.
While the majority of the discussion here focuses on experimental
studies, it should be pointed out that advancements in theoretical
modeling of large systems are beginning to provide unique insights
into the properties of TiO2 nanoparticles [1553,1626].
Particle shape: It should come as no surprise that the shape of a TiO2
nanoparticle influences its surface chemistry and photochemistry,
but translating shape-dependences into site-specific information
is difficult. The issue here is not how TiO2 can be made to
adopt many different particle shapes, but how shape influences
photoactivity. The shapes of nanoparticles are often difficult to
control and difficult to characterize. TiO2 particles have been
grown in a wide variety of shapes, including spheres, tubes,
rods, cubes, sheets, polyhedrals and more. Recent examples are
found in the works of Yang et al. [1627], and of Alivov and
Fan [1628] who both showed that the shape of A nanoparticles
could be engineered by controlling surface termination agents
during growth. In both cases, the relative areas of {001} facetswere
maximized by limiting the growth rate at these surfaces relative
to those of the typically larger, but slower growing {011} facets.
A number of groups have conducted studies in which detailed
particle shape characterization has been coupled with estimations
of photoactivity [521,1564,1575,1629–1633]. From these studies,
it becomes evident that an activity–shape relationship actually
translates into an activity–facet relationship. For example, Cho
et al. [1633] followed the morphological changes (from a pre-
crystalline sol–gel state to fully crystallized bipyramidal particles)
occurring in large A particles in correlationwith their photoactivity
for chloroform photodegradation in solution. These authors
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Fig. 7.10. HRTEM images of anatase nanocrystals during different stages of growth.
(See text for details.)
Source: Adapted from Cho et al. [1633].

observed four key stages in the shape evolution of A: (1) formation
of A nuclei; (2) rapid growth of A particles along their ⟨001⟩
directions through oriented attachments between semicrystalline
particles; (3) a flattening of the zigzag {101} pyramidal facets;
and (4) rapid growth along the ⟨001⟩ directions that increased
the relative sizes of the {101} facets. Examples of A particles
in the third stage are shown in Fig. 7.10(a) and (b), and in the
fourth stage in Fig. 7.10(c). Chloroform photoactivity significantly
increased during the last stages of crystallization (stage 3 to 4), as
shown in Fig. 7.11. The authors ascribed this behavior not so much
to refinement of bulk crystallinity but to development of well-
ordered {101} facets which the authors proposedweremore active
for OH• radical formation. The development of {101} facets was
apparent in the physical size changes of the particle, as expressed
by the ratio of the diameters along the ⟨001⟩/⟨101⟩ directions
(Fig. 7.11). (The absence of change in photoactivity during stage 3
was associated with ‘flattening’ of {101} facets since these facets
did not increase in area during this stage.) These data show a
strong preference in the photodecomposition of chloroform for
{101} facets over that of {001} facets in A nanoparticles.

Other groups have shown that A nanoparticles that were grown
with polyhedral-like particles shapes were more photoactive than
those with rounded or spherically shapes. For example, Balazs
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et al. [1632] showed that phenol photodecomposition activity
increased with the degree of polyhedral character in their A
nanoparticles (see Fig. 7.12). These data are consistent with the in-
terdependent properties of order (crystallinity) and development
of specific surface facets with high photoactivity. Similarly, Liao
et al. [1630] found that TiO2 nanoparticle photoactivity could be
optimized by engineering particle shapes using surfactant agents.
Fig. 7.13 shows that these authors optimized the rate of methyl or-
ange photodecomposition by generating particles with cubic-like
shapes, as opposed to elliptical or nanorod shapes. There have also
been suggestions that particles with ‘rounded’ edges and corners
should be more photoactive [1631], and that particle distributions
that include a mixture of particle shapes should be more photoac-
tive [1629].
Particle size: Changes in particle size influence photoactivity
through changes in surface area, light scattering and light
absorptivity. The latter includes quantum size effects discussed
in Section 1. Particle size effects on photocatalysis can work in
cooperation or conflict with each other [1634,1635]. The nature
of particle–particle interactions and particle aggregate sizes also
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Fig. 7.14. SEM images for the R TiO2(001), TiO2(110) and TiO2(100) electrode surfaces (left to right) photoetched in 0.05 M H2SO4 under potential scans for 180 min. (A)
Along the surface normal, and (B) cross section.
Source: Reprinted with permission from Tsujiko et al. [1653].
© 2000, American Chemical Society.
correlates to some degree with individual particle sizes, feeding
back into the influence on surface area, light scattering and light
absorptivity. (For example, see the work of Maira et al. [130].)
These phenomena have been well-documented in the literature.
The issue of how TiO2 surfaces are affected (in terms of the
chemical and photochemical properties) by changes in particle size
has received less attention. The surface properties of TiO2 should
change with decreasing size as a ‘particle’ (with recognizable bulk
or bulk-like region) becomes a ‘cluster’ (with no recognizable
bulk). As mentioned in Section 7.1.5, one of the attributes of TiO2
clusters is the presence of tetrahedral Ti4+ cations. Transitions
from micron-sized particles to nanoparticles to clusters should
also result in increases in surface energy [1553,1636], lattice
distortion/strain [1149,1533,1595,1637], and changing surface
dangling bond populations [1595,1636], all of which will affect
how adsorbates interact with the surface and how charge carriers
are stabilized at the surface. Several studies [496,1356,1522,1638]
proposed that charge carrier injection and/or trapping at particle
surface sites depends on the particle’s size, with larger particles
exhibiting more stable surface sites for electron trapping. For
example, Ahn et al. [1356] varied the TiO2 particle size range using
porous silica templates with varying pore sizes. They observed
that the yields of EPR signals associated with trapped holes and
electrons were larger for TiO2 particles formed in smaller silica
pores, but the stabilities of both trapped carriers were greater
(i.e., longer lived) for particles formed in larger pores. The interplay
between particle surface area, which provides high relative
OH− coverages for OH formation, and particle volume ‘integrity’
(which maximizes hole stability) involves optimal particle size
engineering, as discussed by Carneiro et al. [737].
Particle suspensions: A particle in suspension is essentially sep-
arated from the influence of neighboring particles by a solvent.
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In concept, one could remove the role of particle–particle inter-
faces, grain boundary charge trapping and recombination, and
surface area loss through agglomeration by utilizing suspended
TiO2 photocatalysts (although site blocking due to the solvent
would be unavoidable). Numerous groups have shown that TiO2
suspensions behave differently, often with greater photoactivity,
than supported or immobilized systems [1639–1643]. Two exam-
ples of this are in the works of Cohen-Yaniv et al. [1639] and
Gumy et al. [1641], both of which showed that suspended sys-
tems offered better contact between microbial targets and TiO2
particles than did immobilized TiO2. In contrast, certain pho-
toreactions show little or no difference between suspended and
supported/immobilized systems [602,1641,1644,1645].While sus-
pended systems are not always practical, Geissen and cowork-
ers [1647] pointed out that while fixed or immobilized systems
are often viewed asmore desirable for catalyst retrieval, reprocess-
ing, etc., the benefits of higher activity in suspended system can
overcome separation costs. The key surface issues associated with
suspended TiO2 relate to the high level of hydroxylation/hydration
that is encountered in solution compared to immobilized TiO2.
While much is known about the surfaces of TiO2 exposed to con-
trolled sub-monolayer amounts ofwater [853],much less is known
at the molecular-level about solvent-covered TiO2 surfaces.

As in immobilized systems, agglomeration in a suspension
can affect photoactivity. For example, Egerton and Tooley [1646]
observed a decrease in the 2-propanol photodecomposition
activity for finely dispersed TiO2 colloids relative to more coarsely
dispersed (agglomerated) TiO2 colloids. They ascribed this to
attenuation of light in the colloid and not to chemical effects
occurring between particles. They found that a greater amount of
light was being absorbed by fewer particles when TiO2 was highly
dispersed. Despite the higher absorptivity on these, the expected
additional reactivity was negated by a lack of absorption deeper
into the colloid. UV–vis measurements showed that more light
penetrated coarsely dispersed colloid than finely dispersed (for the
same amount of TiO2).

7.2.2. Surfaces of novel TiO2 materials

Mesoporous TiO2: The correlations discussed above between pho-
tocatalytic performance and TiO2 nanoparticle surface properties
also hold true for other ‘high surface area’ forms of TiO2 that are
not particulate in nature. For example, the use of mesoporous TiO2
materials in photocatalytic studies is extensive. While the major-
ity of the literature on this subject appears to focus on correlations
of the preparation conditions (e.g., pore size, surface area and de-
gree of crystallization [1648,1649]) with observed photocatalytic
activity, some studies have considered the mesoporosity itself af-
fects surface properties important in photocatalysis. Just as the
shape and size of a nanoparticle can affect its surface properties
(see Section 7.2.1), the shapes and sizes of pores within a meso-
porous and nanoporous network can affect the properties of the
pore walls (i.e., their surfaces). For example, Zhang et al. [1537]
and Angelome et al. [1523] both found that the pore structure and
degree of crystallinity inmesoporous TiO2 films affected their pho-
tocatalytic properties. Optimizing the templating influence of the
substrates on which the mesoporous films were grown assisted in
maximizing the crystallinity of films with well-defined pore struc-
tures. Similarly, Carreon and workers [1650] found that pore ar-
chitecture played an important role in the photocatalytic activity
of mesoporous TiO2.
Nanotubes and nanorods: Research on TiO2 nanotubes or nanorods
is not found much in the literature prior to the year 2000, but
has grown in interest since because of the potential applica-
tion of thesematerials in electrochemistry and photoelectrochem-
istry [68,1651]. The surfaces of these materials have not received
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much attention, although literature has emerged on correlations
between the orientations of these materials and their photocat-
alytic activities. For example, Joo et al. [128] found that (001)-
oriented A nanorods outperformed P-25 in photokilling of E. coli.
There are conflicting conclusions with regard to the possibility of
charge confinement in TiO2 nanotubes with narrow walls [407,
1526]. Paulose et al. [1652] observed high photoconversion effi-
ciencies for dye sensitized TiO2 nanotubes which they attributed
to the absence of charge trapping sites common to nanoparticulate
films.

Etched surfaces: Nakato et al. [1653,1654] have photoetched R
TiO2(100), (110) and (001) single crystal surfaces in dilute H2SO4
under anodic conditions to see how etch pit structures evolved
and how these structures influenced photocatalytic processes
(such as water photooxidation). As shown in Fig. 7.14, they
found that photoetching preferentially occurred along ⟨001⟩
directions in these R crystal faces. The etched R TiO2(001) surface
possessed square pits and channels with walls aligned on ⟨100⟩
directions. Photoetching of the (110) and (100) surfaces resulted
in grooves running along the ⟨001⟩ directions but with different
groove profiles (triangular on (110) with exposed {100} facets
and square-walled grooves on the (100) surface with expose
{010} facets). Based on these results, the authors proposed that
photoetching under their conditions was slower than the rate of
water photooxidation on the R TiO2(100) faces but faster on other
faces of R.

Nanoscaled film thickness: Nanoscaled TiO2 is generally thought
of in 3 dimensions, but it is possible to vary only one dimension
in exploring the thickness dependence of ordered TiO2 films
on photocatalytic activity. Hotsenpiller and coworkers [1107]
have examined the photoreduction of Ag+ on TiO2 thin films
grown by vapor deposition on various single crystal sapphire
surfaces. The films exhibit preferential orientations due to the
underlying sapphire surface structure, butwere not highly ordered
due to lattice mismatch effects. Nevertheless, the authors’ data
showed a clear distinction in Ag+ photoreductive activitywith film
thickness (see Fig. 7.15). Two thickness regimes were observed,
roughly above and below a ∼10 nm thickness. Changes in
photoactivity as a function of film thickness were attributed to
a combination of factors that changed with thickness, including
increased absorptivity with increasing thickness, development
of long-range surface order with increasing thickness (and with
sapphire orientation), and nanostructural clustering of TiO2 with
decreasing thickness. Systematic variations in these effects can, in
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concept, be used to tune photocatalytic activity in TiO2 thin film
systems.

7.2.3. Single crystal surfaces
Single crystal TiO2 surfaces are proving to be ideal settings in

which to study heterogeneous photocatalysis at the molecular-
level. The attractiveness of these surfaces is that they offer an
ideal interfacial setting in which to understand the interplay
between surface structure (physical and electronic) and surface
(photo)chemical reactivity. Given that crystalline nanoparticles are
comprised of facets with the common TiO2 terminations (e.g., in
A: {101} or {001}; in R: {110} or {101}), insights into important
surface processes can be obtained using model surfaces with
these orientations. This section highlights some of the insights
obtained from single crystal A and R surfaces that are relevant to
photocatalytic studies on TiO2 materials.Many examples emerging
in the literature of mechanistic studies involving photochemical
reactions on TiO2 single crystal surfaces are discussed in Section 5.
Several articles reviewing surface photochemistry from the Yates
group [97–100] also illustrate the breadth of insights that can
be obtained from studying photochemistry on single crystal TiO2.
Additionally, recent review articles by Diebold [175], by Pang
et al. [566], and byDohnálek et al. [792] have delved deeply into the
properties of TiO2 single crystal surfaces (particularly that of the
R TiO2(110) surface). This section will focus on new insights into
TiO2 surface photocatalysis obtained from studies on the physical
and electronic properties of TiO2 single crystal surfaces.

TiO2 surfaces are generally thought of as possessing amphoteric
Brönsted acid/base properties and strong Lewis acid character due
to under-coordinated Ti4+ cation sites. Because TiO2 is a reducible
oxide, it is also possible to have redox behavior at the surface.
Oxygen vacancy sites on R TiO2(110) are a well-known example of
TiO2 surface sites capable of redox behavior [175,566,792]. Specific
sites with similar behavior have not been well-documented on
other TiO2 surface. It is also generally held that the VB region
of TiO2 is dominated by states with O 2p character and the CB
by states with Ti 3d character. Both theory [232,706,1655–1660]
and experiment [1543,1656,1661–1666] show that the degree of
covalent character in TiO2 is not insignificant. The degree ofmixing
between O 2p and Ti 3d/4s states in the TiO2 VB and CB states
may therefore have an impact on TiO2 photochemistry. The degree
to which a surface of TiO2 alters the bulk electronic structure
properties of TiO2 (e.g., by changing the degree of orbital mixing
in the VB or CB) is of importance in this section. Also, the issue of
how a surface alters the VB/CBDOS, their energies and statemixing
in TiO2 is important, as well as how these change from surface to
surface.

7.2.3.1. Rutile surfaces. The most commonly studied TiO2 single
crystal surface is the R TiO2(110) surface. There is general
agreement that the (110) surface is the thermodynamically most
stable termination of R [175,566,1667,1668]. Therefore, focusing
discussion onhow the electronic structure of this particular surface
impacts TiO2 photocatalysis seems a reasonable place to start.
The VB structure of the R TiO2(110) surface is well-studied and
fairly well-understood (see [175,566]). UPS spectra provide a
reasonable representation of not only the surface DOS from which
a band-to-band excitation would originate but also the manifold
of states through which a VB hole would thermalized to the
VB edge. The character of these states (as mentioned above) is
primarily, but not exclusively, O 2p. Zhang et al. [1665] and Heise
et al. [1664] employed resonant photoemission (using the Ti 3p
to 3d resonance) to show that the VB of R TiO2(110) possessed
significant Ti 3d character. Interestingly, however, the latter group
found that the character of the VB maximum (presumably where
holes would thermalized to) at the surface was predominately of
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O 2p character, possessing less Ti 3d character than the rest of
the VB. More recent studies by Prince et al. [1663] concurred with
this finding by pointing out that the degree of mixing increased
as one moved deeper into the VB. The existence of some Ti 3d
character at the VB edge for the electronic states at the surface of
TiO2(110) suggests that holes arriving at this surface will possess
mostly O 2p character (i.e., reside mostly at surface O sites), but
will also possess contributions from neighboring or underlying Ti
cation sites. In a different approach, Woicik et al. [1656] examined
the Ti and O VB components of the R TiO2(110), obtaining ‘‘site-
specific’’ information from XPS by using photon energies selected
based on the Bragg scattering conditions for specific atoms/layers
in the surface (i.e., O only or O+Ti). These data, shown in Fig. 7.16,
were then compared with the O and Ti DOS obtained by ab initio
LDA calculations. While the general shapes obtained from theory
and experiment matched, these authors found that the thresholds
and relative contributions from O and Ti differed somewhat.
Nevertheless, both approaches showed that the contribution of
Ti 3d character in the VB was not insignificant and increased
deeper into the VB. By extension, a VB hole should lose Ti 3d
character and gain O 2p character as it thermalizes to the top
of the VB. Another implication of these VB electronic structure
assessments for photochemistry on R TiO2(110) is that holes in
the R TiO2 VB (and presumably also electrons in the CB) cannot
be thought of as having purely O 2p character (Ti 3d in the case
of the CB). A hole arriving at the surface will possess orbital
character associated with both Ti4+ and O2− atoms. Adsorbates
electrostatically bound at cation sites should not be considered
as unable to have direct electronic interactions with holes simply
because the VB is predominately considered O 2p in character.

The picture of the electronic structure of the R TiO2(110)
CB is less clear because of the greater challenge associated
with experimentally or theoretically characterizing unoccupied
states. The unoccupied surface states in TiO2 are predominately
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Fig. 7.17. Inverse photoemission spectra from ‘nearly perfect’ and ion bombarded
R TiO2(110) surfaces.
Source: Reprinted with permission from See and Bartynski [1671].
© 1992, American Vacuum Society.

Ti 3d derived. (Unoccupied states that can be categorized
as ‘predominately’ O-derived lie >10 eV above the Fermi
level [1669].) Core-level techniques such as near-edge X-ray
absorption fine structure (NEXAFS, see [1666] and references
therein) or TEM-EELS (see [1670]) have been used successfully to
probe core-to-CB level transitions in TiO2. Well-defined core levels
allow one to associate observed structure from these techniques
to the DOS in the TiO2 CB. In contrast, techniques such as UV–vis
and EELS, which both probe VB-to-CB transitions, must deal
with the convolution of DOS in the VB and the CB. Another
technique that provides a picture of unoccupied states at surfaces
is inverse photoemission spectroscopy (IPS). See and coworkers
used this technique to characterize the unoccupied states of R
TiO2(110) [1671,1672]. As shown in Fig. 7.17, IPS of R the TiO2(110)
surface shows the first (and most prominent) maximum in the CB
to be at ∼1.0 eV above Fermi level. Ion beam sputtering, which
preferentially removes oxygen leaving a reduced (albeit damaged)
surface, did not alter the position of this lowest energy maximum,
but did increase the DOS at higher energies. One might expect,
based on these results, that the relative DOS in the CB would shift
to higher energy for surfaces that were reduced or that possessed
high concentrations of trapped electrons. See et al. extended use of
this technique by employing angle-resolvedmeasurements tomap
out dispersion of the ∼1 eV unoccupied state. They found that the
majority of states showed only small amounts of dispersion in k‖,
indicating general localization of these states.

While the R TiO2(110) surface is the most widely utilized
single crystal surface in chemical or photochemical studies
(see Section 5), it does not necessarily mean that this surface
termination is the most important one to photocatalytic processes
on nanocrystalline R. Several studies have emerged that compare
the photochemical and electronic structure properties of various
R (and A) surfaces. For example, Bullard and Cima [1673] utilized
AFM to determined isoelectric points (IEP) of three R single crystal
surfaces. They found that the IEP varied considerably with the
crystal face structure, from pH values of 3.2–3.7 for R TiO2(100) to
4.8–5.5 for R TiO2(110) to 5.5–5.8 for R TiO2(001) (see Fig. 7.18).
These authors proposed that the trend in these ranges matched
the relative acid/base site densities, taking into account cation
pH
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Fig. 7.18. Maximum interaction forces (determined with AFM) on the indicated
rutile TiO2 surfaces in 0.001M KCl as a function of the solution pH. The x-intercepts
correspond to the isoelectric points for each surface.
Source: Reprinted with permission from Bullard and Cima [1673].
© 2006, American Chemical Society.

coordination numbers, for sites on each ideal surface. While
factors such as the nature and concentration of electrolyte require
additional study, these data suggest that in aqueous solution the
R TiO2(100) surface should be more basic and the R TiO2(001)
surface should bemore acidic. This comparisonwasmadewith the
realization at the R TiO2(001) surface reconstructs under vacuum
conditions [175] and that its structural properties under aqueous
conditions are not known. Nevertheless, the comparison shows
that at a given pH R nanoparticles will likely have variations in
the electrostatic environment from facet to facet. In other work,
Nakamura et al. [1674] found that a ∼0.1 eV difference existed
between the flat-band potentials of the R TiO2(100) and TiO2(110)
surfaces (as determined from Mott–Schottky plots for the onset
of photocurrent during water photooxidation), with the former
surface’s flat-band potential being at more negative potential. This
implies that the band edges for the (100) surface were slightly
more positive in potential relative to those of the R TiO2(110)
surface. Consistent with these data, the same group [1675] utilized
a scanning Augermicroprobe to investigate the localwork function
of atomically flat terrace regions on the R TiO2(110) and R
TiO2(100) surfaces. They found that the work functions for these
surfaces, revealed by the onset of secondary electron emission,
were 4.13 and 4.20 eV, respectively, which the authors pointed out
was consistent with the flat-band measurements. (The one caveat
to these measurements is that the Auger microprobe utilizes a
10 keV electron beam with ∼1 nA being deposited in a 50 µm
diameter spot (corresponding to ∼50 µ A/cm2) which can cause
substantial surface damage via electron-stimulated desorption of
lattice oxygen.)

Relative differences in band edges across R surface terminations
can also be seen in studies of the photoreduction of Ag+. Rohrer
and coworkers [1107,1108] examined the relative activity Ag
metal photodesorption as a function of R crystal face structure.
On microcrystalline R, they found that the activities of the
{011}, {111} and {001} family of facets was the greatest, but
those with {100}/{010} or {110} character were less active
for Ag+ photoreduction (see Fig. 5.34). These observations on
microfacetted films also matched the relative Ag+ photoreduction
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activity observed on extended R surfaces (single crystal and
highly oriented thin film surfaces). In this case, the most active
surfaces for Ag+ photodeposition were the (101), (111) and
(001) terminations and the least active were the (100) and
(110). Although the relative surface roughness for the various
surfaces (ideal and polycrystalline) were not known, these authors
proposed that charge separation/transport (which relates to the
relative band edge positions) and surface chemistry (which relates
to site-specificity and surface atomic structure) were the key
issues. (Because these studies were not photoelectrochemical,
the surface structural dependence of the oxidation half reaction
must also come into play.) Consistent with the results of Rohrer
et al., Yamamoto et al. [1111] also showed that the rate of Ag+

photoreduction followed a similar trend for various R single crystal
surfaces, namely the activity following this progression: (101) >
(100) > (001) > (111) > (110). These studies suggest that if point
charges emerging from the bulk of a nanoparticle to the surface can
sense the electrostatic and electronic structure variations between
facets, then photocatalysts can be optimized by designing shapes
to maximize particular active facets.

In other surface structure-sensitivity studies on single crys-
tal R surfaces, Imanishi and coworkers examined the influence
of R surface structure on dye sensitization [672,673]. On pristine
surfaces, they found no significant difference in the per-molecule
injection photocurrent from excitation of a benzothiazole mero-
cyanine dye into the surfaces of R TiO2(100) and TiO2(110) despite
the fact that NEXAFS data suggests the dye binds more strongly
to the (110) surface [673]. Similar conclusions were reached by Lu
et al. in comparison of charge injection from the N3 dye into the R
TiO2(001), R TiO2(100), A TiO2(101) andA TiO2(001) surfaces [633].
Aside from the relative amount of adsorbed dye (which was higher
on the R TiO2(110) surface due tomore favorable packing), absence
of a difference in the incident photon conversion efficiencies was
attributed to the orbital energy of the excited dye’s electron lying
higher in the CBwhere theDOSwas essentially independent of sur-
face structure. Small differences in the coupling of the ground state
molecule to these surfaces were deemed less significant compared
to the magnitude of the coupling of the excited electron with Ti 3d
states in the surfaces. On surfaces pretreated in a H2 atmosphere at
550 °C prior to sensitization in solution, these authors found that
the photocurrent generated on R TiO2(110) was over a factor of 10
greater than that on other surfaces [672]. They attributed this to
generation of inactive (defective) regions on other surfaces as a re-
sult of surface reduction. These studies suggest that the structure
of R TiO2 surfaces plays more of a role in how sensitizers are ad-
sorbed than in influencing their photoinjection properties.

Two groups have examined the relative activities of various R
surface terminations using UHV-based studies of organic photoox-
idation. Brinkley and Engel [900] observed that the (110) surface of
R was more photoactive for 2-propanol photodecomposition than
the (100) surface. They attributed this partially to differences in
the thermal chemistry of 2-propanol on the two surfaces. Wilson
and Idriss [967,968] examined the activity of acetic acid (acetate)
photodecomposition on two different surface reconstructions of
the R TiO2(001) surface. (See references in [967,968,175] for more
information on the atomic-level structures of the R TiO2(001) re-
constructions.) They found that the rate of acetate photodecom-
position (as measured by depletion of the C 1s features in XPS)
was ∼10 times greater on the {011}-faceted termination than on
the {114}-faceted termination. This difference was also evident in
the relative rates for evolution of gaseous products (as detected
by mass spectrometry), as illustrated in Fig. 7.19 for the genera-
tion of ethane. Because both surface reconstructions resided on the
same bulk material, changes in the photochemistry of acetic acid
could be directly tied to the surface termination structures. The au-
thors attributed the differences in photoactivity to differences in
Fig. 7.19. Ethane production fromphotodecomposition of adsorbed acetate on two
terminations of the R TiO2(001) surface as a function of acetic acid chamber pressure
(in ∼5 × 10−10 Torr O2) at 300 K.
Source: FromWilson and Idriss [967].

the electrostatics encountered by holes as the diffused from the
bulk to the surface. There are also differences in the surface pop-
ulations of dangling bonds and surface long-range order between
the two reconstructions that might come into play in influencing
charge carrier lifetimes at the surface. In other words, the specific
arrangements of cation and anion surface sites on TiO2 is impor-
tant in influencing both adsorbate properties and those of charge
carriers

Finally, studies discussed above illustrate the influence that
surface structure plays in influencing photochemistry on R
single crystal surfaces, but the effect that surface photochemical
processes play in influencing surface structure is not well-
understood. As mentioned above, Nakato’s group [672,1653,1654,
1675] has shown that R surfaces can be photoetched, but in
the context of somewhat harsh electrochemical conditions. There
are also examples in the literature of the electronic or electron
paramagnetic signatures of photoinduced charge accumulation
in R powders. There do not appear to be any indications in
the literature that UV irradiation of R single crystal surfaces in
vacuum induces surface reconstructions or surface damage. For
example, Mezhenny et al. [791] used STM to show that the (1× 1)
surface R TiO2(110) was unaffected by extensive UV irradiation.
These authors did observe, however, that areas of the (1 × 2)
reconstructed surface, which is Ti2O3-like, were susceptible to
UV-induced surface oxygen removal. This suggests that once a R
surface is ‘damaged’ it might be more susceptible to additional
‘structural’ changes as a result of surface photochemical effects.

7.2.3.2. Anatase surfaces. Photochemical and chemical surface
studies on A single crystal surfaces are not nearly as abundant in
the literature as are those on R surfaces. Of the two prominent
surface terminations of A (the (101) and (001) faces), the A
TiO2(101) surfaces has been shown to be stable as in an ideal,
(1 × 1) structure [1676,1677]. In contrast, the A TiO2(001) surface
reconstructs into a (4× 1)/(1× 4) structure consisting of a ridge-
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Fig. 7.20. Valence band photoemission spectra from the A TiO2(101) and TiO2(001)
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Source: Reprinted with permission from Sandell et al. [1679].
© 2008, by the American Physical Society.

and-trough type structure without a significant amount of surface
reduction [977,979,980,1678]. (The (4 × 1)/(1 × 4) designation
is used because the rough-and-trough directions flips 90° for
each terrace-to-terrace transition on the A TiO2(001) surface.) This
reconstruction appears to be more thermodynamically stable than
the ideal (1 × 1) surface under UHV conditions. It remains to be
seenwhether the A TiO2(001) surface, can be stabilized in a (1×1)
structure in other environments (i.e., high pressures or aqueous
conditions).

In terms of the electronic structure of A single crystal
surfaces, Sandell et al. [1679] conducted XAS and photoemission
measurements, coupled with DFT calculations, on the occupied
and unoccupied electronic structures of the A TiO2(101) and
A TiO2(001) surfaces. These authors found very little surface
reduction for annealed A TiO2(101) or A TiO2(001) based on VB
photoemission (as shown in Fig. 7.20), although the latter showed
more indications of surface reduction based on the signal intensity
near the Fermi level (‘0’ eV BE). States at the bottom of the CB
possessed mostly Ti 3d (dxy) in character for stoichiometric TiO2,
but surface Ti atoms with ∼4% of an electron charge (i.e., slightly
reduced) resulted in their lowest lying states developing more O
2p character. Based on this observation, electron trapping at A
surfaces will cause the Ti 3d states associated with the trap sites
to change their character from mostly Ti 3d to a mixture of Ti 3d
and O 2p.

Thomas et al. [1661] examined the degree of Ti–Oorbitalmixing
in the VB of A TiO2(101) and A TiO2(001) (bulk and surface) using
resonant photoemission. They found that the degrees of mixing in
the bulk and surface of A TiO2(101) were similar, but that the A
TiO2(001) surface showed more mixing at the VB edge than did
the A TiO2(101) surface. These authors suggested that the (4 ×

1)/(1 × 4) reconstruction of the A TiO2(001) surface was ‘non-
anatase-like’. That is, it exhibited a significant reconstruction that
altered its bulk VB contributions of Ti and O at the band edge.
Thomas et al. [1543] also used resonant photoemission and XAS
to study the electronic structures of the A TiO2(101), A TiO2(001)
andRTiO2(110) surfaces. Fig. 7.21 showsVBphotoemission spectra
for the three surfaces as the photon energy was swept through the
Ti 3p to Ti 3d resonance transition energy (see photon energies
in ascending traces). Emission processes on resonance with this
transition were enhanced when their Ti 3d contributions were
high. The authors selected four spectral features for analysis: the
two main VB peaks (labeled ‘A’ and ‘B’ at BE = 8.2 and 5.8 eV,
respectively), the VB maximum edge (labeled ‘C’ at BE = 4.4
eV), and the surface defect state, typically attributed to oxygen
vacancy sites (labeled ‘D’ at BE = 1.1 eV). (A fifth feature,
at 6.7 eV was also monitored for R TiO2(110).) Examination of
the intensities at these various points as the photon energy was
swept through the Ti 3p to 3d resonance showed that the greatest
contribution of Ti 3d states in the VB was typically in the 8.2
eV peak (see Fig. 7.22). Total Ti 3d contributions in the VB of A
TiO2(001) and R TiO2(110) were comparable, but much less was
seen for A TiO2(101). In particular, Thomas and coworkers found
that the contribution of Ti 3d states at the VB maximum in A
TiO2(101) was negligible. This suggests that a hole thermalized
to the VB maximum and diffused to the A TiO2(101) surface will
be localized on O 2p states, but will have a mixture of Ti 3d and
O 1s character at the surfaces of R TiO2(110) and A TiO2(001).
Conversely, electrons at the bottom of the A TiO2(101) CB should
have little O 2p character compared to R TiO2(110) or A TiO2(001).
The authors also noted that the presence of surface defects assisted
mixing, but that the A TiO2(001) surface, despite its reconstruction,
possessed little electronic defect character (i.e., surface reduction)
in photoemission. The authors speculated that the degree of
mixing should influence photochemical processes, for example, by
varying the charge transfer dynamics for adsorbates as a function
of on what surfaces they are adsorbed. For example, one might
expect that surfaces with less Ti 3d–O 2p mixing should be more
suitable for charge carrier trapping and less likely to permit charge
recombination.

Comparisons of the photocatalytic activities of different A sin-
gle crystals are few. Hengerer et al. [1680] compared photoelec-
trochemical oxidation of water on A TiO2(101) and TiO2(001).
They observed that this reaction occurred at more negative
potentials for A TiO2(001). This was linked to a more negative flat-
band potential for A TiO2(001) (by 0.06 V) that the authors at-
tributed to a greater ability of this surface to thermally dissociate
water in comparisonwith the A TiO2(101) surface [1681–1684]. As
mentioned above, the (001) surface is a rough-and-trough recon-
structed structure possessing (4×1)/(1×4) order. In contrast, the
(101) surface appears to be bulk-terminated in its structure. Oh-
sawa et al. [542] used STMand PSD to show that the probability of a
hole-mediated photodecomposition event (in this case, of TMA) on
the ridges of the (4×1)/(1×4) reconstruction of A TiO2(001) was
not significantly different from that in the troughs. This suggests
that the atomically rough surface characteristic of the A TiO2(001)
surface does not tend to localize holes at any specific structural lo-
cale (ridge or trough) on this surface.

7.2.3.3. Surface defects. Structural defects play an important role
in influencing the chemical and electronic properties of TiO2
surfaces [175,566,792]. It is expected that defect sites will also
influence surface photochemistry on TiO2, although the field
has not yet extensively reported such correlations. For example,
while much is known about the properties of oxygen vacancy
sites on the R TiO2(110) surface, the influence of these sites on
surface photochemistry is poorly understood. For the purposes of
this review, two types of surface defects will be considered as
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Fig. 7.21. Resonant photoemission spectra from TiO2 surfaces: (a) A TiO2(101),
(b) A TiO2(001), and (c) R TiO2(110) as a function of photon energy. (See text for
explanations of points A–E.)
Source: Reprinted with permission from Thomas et al. [1543].
© 2007, by the American Physical Society.

to how they might influence surface photochemistry. These are
point defects (such as oxygen vacancies) and extended defects
(such as steps or reconstructions). Relaxations of ideal (1 × 1)
surface structures away from that expected bulk termination
structures [1685–1691] might be considered as a type of defect
surface structure (in relation to the ideal bulk structure), but their
influence on surface photochemistry should be subtle relative to
the influence of other types of surface defects.

Point defects: As mentioned above, the most widely studied
defect on a TiO2 surface is that of the oxygen vacancy site on
the R TiO2(110) surface [175,566,792]. Studies on the chemical,
electronic and structural properties of these defects are numerous.
It is believed that oxygen vacancies form on R TiO2(110) in
response to surface reduction (usually initiated thermally). The
vacancy, as a structural entity, appears to be the lowest energy
response (in vacuum) to low levels of surface or bulk reduction,
whereas Ti2O3-like line defects appear on this surface as a result
of more extensive levels of reduction. Each vacancy nominally
possesses two Ti3+ cations, with the overall spin state of the
vacancy likely that of a triplet configuration. This results in a
‘donor’ surface state located in energy roughly 1 eV below the
CB edge. Purton et al. [1667] have shown that this electronic
feature possesses mostly Ti 3d character. Interestingly, while the
bulk donor density of ‘mildly’ reduced R is typically 1 center per
∼104 unit cells [575], the reduced cation concentration associated
with vacancy defects on the R TiO2(110) surface is typically
∼5%–10% [175,566,792]. This illustrates that energetically the R
TiO2(110) surface can stabilize considering more ‘reduction’ than
can the bulk, which in turn suggests that this surface can stabilize
a higher relative percentages of trapped electrons compared to the
bulk. This author and coworkers [202,515,543] have shown that R
TiO2(110) surface possessing ∼0.1 ML of oxygen vacancy sites can
still facilitate hole-mediated decomposition of adsorbed organics
in the absence of O2 and still accommodate the additional electron
density of the excited electrons at the surface.

Direct involvement of oxygen vacancies in photochemical
processes on R TiO2(110), as both electronic defects and structural
entities, has been observed in the photooxidation reactions of
CO [776], 2-propanol [901] and CH3Cl [1320]. It perhaps goes
without saying that the oxygen vacancy, as a structural entity,
exists only under UHV conditions given the high reactivity of
these sites to water and O2 [175,566,792]. Nevertheless, as an
electronic entity, much can be learned about electron transfer
processes on TiO2 surfaces from studies of these sites. The extent
to which oxygen vacancy sites on R TiO2(110) can provide insights
into TiO2 photocatalysis is currently a topic of growing interest
in the literature. The Petek group [192–197] has explored how
excitations of the electronic states associated with these defects
might be involved in electron transfer processes at TiO2 interfaces
with hydrogen-bonding adlayers. As discussed in Section 3,
they observed short-lived excited states associated with defect
electrons and solvent molecules (water or methanol). However,
this author is unaware of examples in which excitations of
defect electrons resulted in bond-forming or bond-breaking events
on R TiO2(110). Instead, oxygen vacancies on TiO2(110) have
emerged as excellent models for reactions between adsorbates
and excited/trapped electrons on TiO2 surfaces. For example,much
has been learned about the electron scavenging behavior of O2 in
photooxidation reactions based on studies of the interaction of O2
with vacancies on R TiO2(110) (see Section 5).

One of the key issues associatedwith the oxygen vacancy site on
R TiO2(110) has beendetermining the degree towhich charge delo-
calization occurs and howdelocalizationmay affect electron trans-
fer reactions at the surface. A variety of theoretical assessments
have examined this issue [487,526,527,806,827,829,831,844,1655,
1658,1660,1667,1692–1702]. Experimentally, techniques such as
angle-resolved photoemission [1703] and STM [527] have at-
tempted to address the degree of localization of electronic de-
fect states on the surface of R TiO2(110). The former study found
little evidence for dispersion in the defect state, whereas results
from the latter study showed a significant degree of delocalization
within the surface (see Section 2 formore details). Recently, Krüger
et al. [1704] examined the degree of delocalization of the electronic
state associated with surface vacancies on R TiO2(110) using reso-
nant photoelectron diffraction. By generating 2D maps of the elec-
tron emission patterns from ionization of the defect state (located
at∼1 eV below the CBminimum) and fitting these patterns to rea-
sonable structural models, these authors concluded that electron
density associated with the O vacancy state was distributed over
several cations in the surface and subsurface. Fig. 7.23 shows a ball-
and-stickmodel of the R TiO2(110) surfacewith a single oxygen va-
cancy site (labeled ‘V’) and designations of six unique Ti cation sites
in the vicinity of the vacancy. The authors’ photoelectron diffrac-
tion pattern for electron emission from the Ti 2p core state, re-
flective of all cation sites in the near-surface region, is shown in
the left of Fig. 7.24, whereas the emission pattern from the defect
state is shown to the right. Diffraction features were designated
based on the emitter and scatterer. For example, feature ‘Ti1–O1’
corresponded to emission from the Ti cation labeled ‘1’ (under the
bridging oxygens) scattered by O1 (the bridging oxygens). At first
inspection, it is clear that the defect state has several features in
commonwith the Ti 2p pattern, but not all features map onto each
other. Comparison of the two diffraction patterns suggests that a
significant signal from the defect came from Ti sites in the subsur-
face region. Signal was detected from the vacancy cations them-
selves (i.e., from Ti1), but it was difficult to determine how much
signal was associated with the surface five-coordinate Ti cations
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Fig. 7.22. Resonant photoemission signals as a function of photon energymeasured
at points A–E in Fig. 7.21 for A TiO2(101), A TiO2(001) and R TiO2(110).
Source: Reprinted with permission from Thomas et al. [1543].
© 2007, by the American Physical Society.
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Fig. 7.23. Ball-and-stick model of the R TiO2(110) surface and near-surface. Red
(big) and blue (small) balls are O and Ti, respectively. ‘V’ indicates an Obr vacancy
site. Numbers correspond to specific sites discussed in the text. (For interpretation
of the references to color in this figure legend, the reader is referred to the web
version of this article.)
Source: Reprinted with permission from Kruger et al. [1704].
© 2008, by the American Physical Society.

(labeled as Ti2 in Fig. 7.23) because their diffraction signal had no
scatterers except in the in-plane directions (e.g., Ti2–O2). Never-
theless, these data suggest that the defect state on R TiO2(110) is
significantly delocalized in nature.

There have been few studies exploring the properties of point
defects on TiO2 surfaces other than that of the R TiO2(110) surface.
The groups of Diebold and Selloni [1705–1707] have examined
oxygen vacancy defects on the R TiO2(101) surface using STM
and DFT approaches. These same authors have also looked at
oxygen vacancies and subsurface point defects on the A TiO2(101)
surface [1676,1677,1708,1709]. They found that surface point
Ti-2p defect state
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Fig. 7.24. (Top) Symmetrized photoelectron diffraction (PED) patterns from
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(φ) angles. Left: Standard PED from the Ti-2p3/2 core level. Right: Resonant PED
from the bandgap defect state. The projection is linear in θ with the surface normal
(θ = 0) in the center. φ = 0 (φ = 90) is found at 3 o’clock (12 o’clock)
and corresponds to the [−110] ((001)) direction. Number pairs in bottom indicate
emitter–scatterer pairs (see Fig. 7.23).
Source: Reprinted with permission from Kruger et al. [1704].
© 2008, by the American Physical Society.

defects were less common on these surfaces compared to the R
TiO2(110) surface, but that shallow donor defects (such as Ti3+
sites) appeared to prefer subsurface sites rather than surface sites.
By extension, this would suggest that excited electrons would not
prefer trap sites on the A TiO2(101) surface.
Extended defects: Two main types of extended defects are seen
on TiO2 surfaces: steps and reconstructions. Steps are prevalent
irrespective of the level of surface reduction, but little is
known about how these extended defects respond to shallow
donor electrons. The R TiO2(110) surface appears to be an
exception in terms of how it responds to low levels of surface
reduction. In contrast, the R TiO2(100) and TiO2(001) surfaces
respond to low levels of reduction by reconstructing instead of
stabilizing reduction as point defects [175,566]. However, even
the R TiO2(110) surface is known to reconstruct in order to
accommodate high levels of surface reduction. Unfortunately, little
is known about how these structural features respond to light
or how adsorbates located in their vicinity respond to point
charges generated by light. Komiyama and Li [203,204] used
STM with modulated light sources (3 kHz) to observe changes
in the tunneling current associated with charge carriers trapped
at R TiO2(110) surface sites. At photon energies above the R
TiO2 bandgap, these authors observed bright spots distributed
over the surface. Some of these features could be linked to Ti3+-
related defects, such as the Ti2O3-like strands protruding from
step edges. Irradiation with photon energies below the TiO2
bandgap also resulted in new contrast features at these (and
other) defects, suggesting that these excitations were localized
and long-lived (on the STM imaging timescale). While it is unclear
how to interpret the modulated change in the STM tunneling
current in terms of which carriers were being observed, these
data suggest that STM is responsive to photoexcitation events at
TiO2 surfaces and (in general) can detect such changes occurring
at defects on the surface. Refinement of the scanning tunneling
spectroscopy approach to STM [1710] also holds promise for
interrogating variations in electronic structure associated with
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local phenomena such as band bending or adsorbate-induced
electrostatic potentials.

Step edges present unique physical and electronic structure
environments on oxide surfaces that alter the reactivities of
water and other typical adsorbates (e.g., see work of Gong
et al. for the influence of steps on small molecule reactivity
on A TiO2(101) [1682,1711]). Uetsuka and coworkers [515]
observed that the least reactive surface sites for hole-mediated
photodecomposition of TMA on R TiO2(110) were the step edges.
This observation suggests that the electrostatics at step edges on
this surface may repel holes but attract electrons. In contrast,
Nakamura, et al. [584] proposed that kinks and other low
coordination sites are the active sites on R TiO2(110) and TiO2(100)
for water photooxidation (see below).

8. Special situations

There are several ‘special situations’ in which TiO2 has con-
tributed to fundamental research into heterogeneous photocataly-
sis. These include dye sensitized solar cells (DSSC), water splitting,
CO2 photoreduction, bactericide, photoinduced hydrophilicity and
‘synthesis by photons’. With the exception of DSSC studies (dis-
cussion of which is sprinkled throughout this review), this section
attempts to highlight some of the literature findings and research
opportunities in these various areas, particularly when TiO2 single
crystal surfaces were used as models.

8.1. Water splitting

Water splitting is often termed ‘the holy grail’ of heteroge-
neous photocatalysis, and much has already been written about
the use of TiO2 in promoting photocatalytic processes associated
with either the oxidative or reductive aspects of this reaction [3,
10,43–59]. Fundamental studies of the chemistry of water (and hy-
droxyls) on single crystal TiO2 surfaces provide a starting point
for understanding the photochemical properties of this process
[853]. Extensive experimental [138,192,194,195,199,527,566,580,
792,795,797,799,803,804,807,810,843,852,1681,1683,1712–1717]
and theoretical [193,522,527,792,810,824,826,830,831,1660,1682,
1684,1711,1712,1717–1719] work has been invested in under-
standing the molecular-level interactions of water with single
crystal TiO2 surfaces. This author is unaware of any reports to date
in which photochemical water splitting (in either half reaction)
was performed on a single crystal TiO2 surface under UHV condi-
tions. This is despite the fact that the flat-band positions of either
polymorph should (in concept) support these reactions [2].

8.1.1. Water oxidation
In concept, water photooxidation should be accessible on

single crystal TiO2 surfaces because the single electron oxidation
potential of OH− is above the VB maximum of either TiO2
polymorph at flat-band potentials (see discussion and references
in [2]). Fig. 8.1, from the work of Imanishi et al. [580] illustrates
the band positions and redox potentials in relationship to various
solution and adsorbed phase orbital positions for water and OH−.
The overall objective in water photooxidation is to convert water
to oxygen using VB holes, according to Reaction 12:

H2O + 2h+
⇒ 1/2 O2 (g) + 2H+. (12)

Perhaps an equally significant objective of water photooxidation is
to find ways that water (or OH−) can act as a sacrificial electron
donor. In this sense, O2 formation would not be essential, and the
key water oxidation reaction would be a single electron transfer
step (Reaction 13):

H2O + h+
⇒ OH • +H+. (13)
As simple as Reaction 13 seems, it does not readily occur on TiO2
surfaces. Salvador [732] has argued that thermalized VB holes on
TiO2 surfaces do not have the potential energy needed to oxidize
either adsorbed H2O or OH− groups. That author states ‘‘. . . from a
thermodynamic point of view (H2O photooxidation is) only possible
if the energy of filled surface states associated with adsorbed water
species is equal or lower than the energy of filled surface states
associated with terminal oxygen ions, which constitute the top of
the VB at the TiO2 surface’’. (See Fig. 8.1 for schematic view of
these relationships.) This statement is made with the realization
that on a local scale, the electron structures of species (adsorbed
water/OH−) in the vicinity of a surface trapped hole (e.g., at a
terminal O anion site) will be modified, but likely not to the
extent needed to make hole transfer to these species favorable,
even though mixing between VB hole states and O 2p states of
adsorbed water/OH− should not be negligible [522]. Consistent
with Salvador’s premise, the Nakato group [580,584,1720] has
proposed that the key step in water photooxidation involves a
nucleophilic attack of water in the aqueous/physisorbed phase
with a trapped surface hole on a surface 3-coordinate O anion site
and not due to a hole reaction with an adsorbed H2O/OH− species.
In this case, variations in dynamics at the solvent–surface interface
may provide transient conditions in which energy matching
between a VB hole and water/OH− might be more favorable. A
similar supposition has beenmade by Cheng and Selloni [1721] for
OH− oxidation by VB holes at the surface of A TiO2(101).

In a different mechanistic approach, Valdés et al. [1718,
1722] examined the energetics of the water photoelectrocatalytic
oxidation reaction on R TiO2(110) as a function of applied bias,
pH and coverage using the potential of thermalized VB hole
as a reference point. Based on their calculations, which were
done in the absence of interactions typical to solution conditions,
these authors proposed a 4 step mechanism for water oxidation
involving single electron/proton transfer events, as shown in
Reactions 14–17:
H2O +

∗
⇒ OH •

∗
+ H+

+ e− (14)

OH •
∗

⇒ O∗
+ H+

+ e− (15)

H2O + O∗
⇒ HOO •

∗
+ H+

+ e− (16)

HOO •
∗

⇒ O2 + H+
+ e− (17)

where ‘*’ represents a 5-coordinate Ti4+ site on the R TiO2(110)
surface. Several adsorbate terminations of the R TiO2(110) surface
were used, with the most favorable being the fully O-terminated
surface. The energetics for these reactions on this surface, as a
function of potential at two pH extremes, are shown in Fig. 8.2.
(Direct combination of O atoms (O*) to form O2 can be excluded
from this reaction mechanism based on their high stability and
high barrier to diffusion on the R TiO2(110) surface [824].) As is
known in the literature, the zero bias (flat-band) process (solid
lines) is energetically unfavorable, with Reaction 14 being the
rate limiting step. However, the authors showed that only modest
biases were required in their calculations to make the overall
reaction on this surface favorable. Valdés et al. proposed that
the surface potential of the O-termination, under irradiation, was
sufficient to permit water photooxidation at room temperature if
cathodic processes were not the rate limiting step. The question
arises then as to why water photooxidation has not been reported
on R TiO2(110) under UHV conditions. One explanation could
be that cathodic processes (water reduction or some available
electron scavenging reaction) are the rate limiting step. Kinetic
limitations in UHV may also include the flux of holes, the
lifetimes of key intermediates (such as adsorbed HOO•) or the
stability of the O-terminated surface (which has not been observed
experimentally). Alternatively, the dynamics of a solvation layer
may be necessary, as suggested above.
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Fig. 8.1. Energy levels of O 2p states for various oxygen species at the surface of TiO2 estimated from literature photoemission spectra, referenced to the CB and VB edges
TiO2 at pH 0. (See paper for details.)
Source: Reprinted with permission from Imanishi et al. [580].
© 2007, American Chemical Society.
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Studies detailed in Section 5.2 suggest that hole-mediated re-
actions on R TiO2(110) are not limited by issues associated with
creation, transport or surface stabilization of holes. As highlighted
in the discussion on SCN− photooxidation (Section 3.2), the sur-
vival rate of holes reaching the TiO2 surface is sufficiently high that
one can surmise that slow transfer rates in other adsorbate systems
are likely due to the electron transfer process in question. The de-
gree of surface oxidation, however, does have a significant influ-
ence onhole-mediated electron transfer rates onRTiO2(110) [202].
At present, the approach of Valdés and coworkers involving a ther-
modynamic assessment to modeling water oxidation has not been
extended to other R TiO2 terminations or to A in attempt to bet-
ter understand the relative importance of thermodynamic versus
kinetic limitations of water oxidation on TiO2. A next step might
be the A TiO2(101) surface, which Kavan et al. [116] found pho-
tooxidizes water at flat-band potential relative to the 0.2 eV bias
required on R TiO2(001).

8.1.2. Water reduction
A major limitation of water photoreduction on TiO2 surfaces

appears to be the H2 formation step. Noble metal co-catalysts
Fig. 8.3. STM images (a and b) on hydroxyl-covered R TiO2(110) at 381 K acquired three minutes apart. (c) Difference image (b–a). The dark and bright spots represent the
initial and final hydrogen positions, respectively. The black arrows show the hopping directions. Black lines mark positions of the Obr rows. (Image conditions: 1.5 V bias,
0.1 nA current.)
Source: Reprinted with permission from Li et al. [1716].
© 2008, American Chemical Society.
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have been used to assist in lowering the H2 formation barrier
(see Section 6.1), but little is known about the molecular-level
details of mass and charge transport between TiO2 and supported
metal particles. The impact of the choice of electron donor on the
production of H2 fromwater photoreduction on Pt/TiO2 is a prime
example [1723]. As in the photooxidation case, the flat-band CB
position of TiO2 (especially inA) appears to be sufficient to promote
reduction of water, however potential energy loss from electron
trapping remains an issue (see Sections 2.4 and 5.3). For example, it
iswell-known that oxygen vacancy sites on the R TiO2(110) surface
dissociate water [175,566,792,853], but that the thermodynamic
preference is for recombination of the fragments to reform water
instead of H2 production, as shown in Reactions 18 and 19:

H2O + vac(2Ti3+) + O2−
br ⇒ 2OH−

br(2Ti
3+) (18)

2OH−

br ⇒ H2O + vac(2Ti3+) + O2−
br (19)

and not Reaction 20:

2OH−

br(2Ti
3+) ⇒ H2 (g) + 2O2−

br (2Ti4+) (20)

(where ‘vac’ signifies a bridging oxygen vacancy possessing nom-
inally two Ti3+ sites). Absence of H2 formation, when all the raw
ingredients are present (two protons and two near-CB edge elec-
trons) in close proximity suggests kinetic and/or thermodynamic
barriers to H2 formation on bare TiO2. Insights in the diffusion of
H atoms along the rows of bridging oxygen sites on R TiO2(110)
by Li and coworkers [1716] indicate the former at least. Using STM
andDFT, these authors examined the hopping of H atoms along the
O2−

br rows onR TiO2(110). As shown in Fig. 8.3, their data shows that
STMwas able to follow themotion of H along the O2−

br rows. Analy-
sis ofmanyHhopping events as a function of temperature provided
data for construction of Arrhenius plots for determination of the H
and D hopping kinetic parameters, as shown in Fig. 8.4. The energy
barriers for hopping were sufficiently high (∼0.75 eV for H and
∼0.85 eV for D) to preclude significant numbers of hopping events
occurring at room temperature (at low H/D coverages). However,
an unusual finding from their studies was the very low prefactors
(∼107.5−8.5 s−1) associated with hopping indicated a non-classical
mechanism, such as tunneling (whichwould be consistentwith the
H/D differences). As an aside, Li and coworkers also showed that
two OH−

br groups formed from water dissociation in an oxygen va-
cancy sites on R TiO2(110) were inequivalent based on STM obser-
vations that indicated that the deposited H atom was the first to
move in the majority of cases (see Fig. 8.5). After the first hopping
event, both H atoms exhibited the same hopping kinetics irrespec-
tive of their origin. These data indicate that the electronic structure
of the vacancy sites on R TiO2(110) retained some of its ‘pre-water
dissociation’ character and only adopted a new electronic charac-
ter after the H atoms moved away from each other. Both STM and
DFT showed that the return of the two separatedH atoms (or of any
two H atoms for that matter) to a paired configuration seen when
water first dissociated was highly unlikely at room temperature.
So, to the extent that oxygen vacancy sites can mimic the proper-
ties of photoexcited/trapped electrons on TiO2 surfaces, these re-
sults point to significant barriers in the approach of two H atoms
to each other in order to form H2.

The ability of water to be reduced by attachment of an
excited electron (as opposed to trapped electrons that can be
modeled with oxygen vacancy sites) has been explored by this
author and colleagues [199]. Fig. 8.6 shows EELS data for the R
TiO2(110) surface with and without various water treatments.
Trace ‘a’ corresponds to the clean surface (with a high surface
concentration of oxygen vacancy sites) showing the ∼0.9 eV
optical excitation event associated with localized electrons at the
defects, the band-to-band threshold at∼3 eV, and peak transitions
in the band-to-band transition at ∼4 eV (shoulder) and 5.2 eV (see
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Fig. 8.4. Arrhenius plot for the along-row diffusion of H and D for separated
hydroxyl groups on the R TiO2(110) surface. Best fits to the data are shown with
solid lines, yielding prefactors of 107.6±0.6 , 107.3±0.4 , and 108.6±0.6 s−1 and diffusion
barriers of 0.76 ± 0.06, 0.74 ± 0.03, and 0.85 ± 0.04 eV for background H2O
(black), dosed H2O (red), and dosed D2O (blue), respectively. (For interpretation of
the references to color in this figure legend, the reader is referred to theweb version
of this article.)
Source: Reprinted with permission from Li et al. [1716].
© 2008, American Chemical Society.

Section 1). Deposition of a thick ice film on the surface facilitated
measurement of the water ‘bandgap’ (∼7.2 eV) and the peak
HOMO–LUMO (lowest unoccupied molecular orbital) transition
energy in water at ∼8.3 eV (trace ‘b’). (Notice that features from
TiO2 were absent indicating a thick ice.) At the monolayer H2O
coverage (trace ‘c’), this latter transition was weak (if present
at all), but two other findings were more noteworthy. First, the
defect feature was relatively unaffected by water, in agreement
with previous photoemission studies [803], indicating little if any
charge transfer from Ti3+ to adsorbed water. Second, the band-to-
band region was overshadowed by a strong feature at 6.2 eV that
disappeared after thermal removal of chemisorbed water (traces
‘d’ and ‘e’). Using photoemission data in the literature for the VB
region of R TiO2(110), these authors assigned the 6.2 eV feature to
excitation of a VB electron (at ∼5–5.5 eV below the Fermi level)
to the LUMO of adsorbed H2O (4a1 state). This assignment places
the LUMO of an adsorbed water molecule at ∼1.2 eV above Fermi
level, commensurate with a point of high DOS in the TiO2 CB (see
Section 1), but perhaps too high in energy for an electron at the
CB minimum to couple. Attempts to photochemically access such
transitionswithUV light forwater onR TiO2(110) have not resulted
in spectral or chemical evidence for dissociatedwater [1724,1725].
These data suggest that water photoreduction on R TiO2(110) does
not readily proceed via electron attachment to adsorbed water
molecules, particularly in the absence of a suitable co-catalyst.

8.2. CO2 photoreduction

The subjects of CO2 capture and conversion have grown
in interest among heterogeneous photochemists, particularly as
the world becomes increasingly ‘CO2-conscious’. Usubharatana
and coworkers [1726] have reviewed the literature on CO2
heterogeneous photocatalysis. While some groups have employed
TiO2-based catalysts, it is clear that the most viable materials
are not TiO2-based. Nevertheless, TiO2 and TiO2-based materials
continue to provide unique settings for better understanding
CO2 surface chemistry and photochemistry [1186,1287,1288,1404,
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BBO H2OTi

Fig. 8.5. STM images of the same area on R TiO2(110) at 357 K during dissociative adsorption of water at an Obr vacancy site: (a) clean surface with several Obr vacancy sites
(labeled ‘BBOv ’); (b) after dissociation of a water molecule at the vacancy site labeled in ‘a’ generating a geminate hydroxyl pair (HV marks the OH hydrogen at the previous
vacancy location and ‘HB ’ the hydrogen that split off to a neighboring Obr site); (c) after a single hop of the HB hydrogen; and (d) after subsequent hops of the HV hydrogen.
Insets show the ball models illustrating the corresponding processes. (Image conditions: 1.5 V bias, 0.1 nA current.)
Source: Reprinted with permission from Li et al. [1716].
© 2008, American Chemical Society.
1468,1518,1604,1619–1622,1727–1745]. In general, such studies
suggest that either co-catalysts or thermal activation is required
for CO2 photoreduction on TiO2. However, mechanistic details
associated with single electron transfer events are few. CO−

2 is
believed by some groups to be a key surface intermediate in
photoreduction on TiO2, implying direct electron attachment to an
adsorbed CO2-containing species [1727,1728,1746]. The transition
from this species to those possessing C–H bonds is still unclear.

The only published results on the photoreduction of CO2
on a TiO2 single crystal surface were briefly reported by Anpo
et al. [1730] for the R TiO2(100) and TiO2(110) surfaces. These
authors examined these surfaces before and after exposure to
CO2 + H2O gas mixtures (under non-UHV conditions), with
and without UV irradiation. Analysis of the reactor background
indicated methane and methanol formation (only the former
from TiO2(100)), and subsequent surface analysis in vacuum
with HREELS showed evidence for surface species possessing
C–H bonds (see Fig. 8.7). These features were not observed
without UV irradiation indicating their source was not background
reactions in the reactor. The nature of these C–H containing surface
species, their formation pathways and their sensitivities to surface
structure, coverage, water, co-catalysts, etc., await further study.

8.3. Bactericide

The ability of TiO2 to kill bacteria, destroy viruses and perform
chemical transformations on a wide range of biomolecules under
UV irradiation is an intriguing and potentially commercially
important attribute of this material’s photocatalytic properties.
Numerous studies have explored this phenomena with high
surface area and thin film TiO2 samples [128,339,745,1395,1563,
1639,1641,1747–1774]. This aspect of TiO2 photocatalysis was
recently reviewed by Fujishima and coworkers [2], and will only
briefly be visited in this review.

The mechanism of bactericide (and other forms of bioorganism
killing) is widely believed to involve destruction of cell walls [745,
1747,1748,1751,1753–1755], presumably through the chemical
action of OH• (or related radical species). For example, Maness
et al. [1747] examined the mechanism of E. coli K-12 cell death
resulting fromTiO2 photolysis. They observed death onlywith TiO2
present under illumination. The rate of cell deathmatched the rate
of malondialdehyde production resulting from peroxidation of the
cell membrane lipids. Loss of the cell’s respiratory ability (as noted
by a change in O2 uptake and in electron donor concentration)
matched the kill rate, leading these authors to conclude that
degradation of polyunsaturated phospholipid portion of the cell’s
lipid membrane was the cause. Destruction of cell walls via
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Fig. 8.6. EELS spectra from the interaction ofwater and oxygen on R TiO2(110)with
0.14ML oxygen vacancy sites: (a) clean surface; (b)multilayer H2O; (c) 1ML of H2O;
(d) 1 ML of H2O after heating to 370 K; (e) 1 ML of H2O after preheating to 590 K;
(f) 1 ML of H2O after exposure to O2 at 700 K. All spectra recorded at 120 K.
Source: Reprinted with permission from Henderson et al. [199].
© 2003, American Chemical Society.

TiO2 photochemistry can also be observed with scanning probe
techniques, as shown in Fig. 8.8 from the work of Nadtochenko
et al. [1775–1778]. Cell destruction was apparent in the case of
E. coli and TiO2 irradiated with UV (second image from top), but
not in the absence of irradiation (first image) or when cells were
irradiated in the absence of TiO2 (bottom images). Commensurate
with scanning probe evidence for cell wall failure, Nadtochenko
and coworkers observed formation of peroxidation products that
signaled oncoming of bacterial lyses and spectral evidence for cell
wall degradation.
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8.4. Photoinduced hydrophilicity

Fujishima and coworkers [2] highlighted one of the interesting
applications of TiO2 as a photocatalyst — that of coatings on glass
surfaces that promote self-cleaning, antifogging and similar other
functions. In particular, the so-called ‘photoinducedhydrophilicity’
effect has received considerable attention in the literature [265,
266,740,1779–1814]. It can be shown that UV irradiation of a wide
variety of TiO2 surfaces under ambient conditions causes water
droplets to smooth out and fog to clear. These effects are reversed
if the light is turned off or if O2 is removed from the ambient.
As can be glean from the Fujishima et al. review [2], there is
considerable controversy as to the main source of this effect, with
groups falling into two camps: (1) those attributing the effect to
UV light induced modifications of the TiO2 surface that facilitate
better wetting [1783–1791]; and (2) those attributing the effect
to the well-known photooxidation properties of TiO2 in removing
hydrophobic organic adlayers from the TiO2 surface [740,1779–
1782]. Both sides of this issue have been presented in the Fujishima
et al. review [2], and need not be repeated here. However, this
review will make three comments on this subject from a surface
science perspective. The first is that clean TiO2 single crystal
surfaces are inherently hydrophilic in nature based on numerous
UHV studies on water adsorption (see Section 8.1 above). This
assertion is intended to correct a mistaken impression to the
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Fig. 8.8. AFM images of E. coli and P-25: E. coli alone (top); E. coli in a P-25 slurry
after 1 h UV irradiation (second down); E. coli without Degussa P-25 (third down);
E. coliwithout P-25 after 1 h UV irradiation (bottom).
Source: Adapted from Nadtochenko et al. [1775].

contrary made in the Fujishima et al. review (on p. 562), which
stated that one of the conclusions of White et al. [1782] was
that ‘‘. . . the original TiO2 surface is highly hydrophobic, without
UV illumination, because it is clean. . . ’’. The work by White et al.
shows that TiO2 surfaces are inherently hydrophilic and do not
require surface defects for water ‘wetting’ to occur. The second
point is that there is no evidence in the surface science literature
(as yet) for UV irradiation generating structural defects on the
local or extended scales. Nakato’s group [672,1653,1654,1675] has
shown that TiO2 surfaces can be roughened and etched under
photoelectrochemical conditions with an etchant present (such as
hypochlorite), but these conditions are unlike those reported in
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Fig. 8.9. (Top) Time-dependent changes in the amounts (based on HPLC) of 1
(open circles), 2 (diamonds), 3 (triangles), and 4 (filled circles) resulting from
partial photooxidation of phenanthrene (1) on TiO2 . Solid and dashed lines are
extrapolations of initial rates of the indicated species. (Bottom) Proposed reaction
mechanism.
Source: FromHigashida et al. [1825]. Reproduced by permission of the Royal Society
of Chemistry.

typical studies. Also, the etched surface structures generated by
Nakato and coworkers have not been shown to increase surface
wetting. Finally, UHV scientists know that even brief exposure of
surfaces to atmospheres of 10−6 Torr or higher pressure result in
rapid surface contamination by a variety of strongly bound species
that include organics. Even in a glove box with part-per-billion
atmospheric control, the flux of ‘background gases’ at a surfacewill
be at the monolayers-per-second level. Under these conditions, it
is not possible for researchers to control surface contamination to a
level needed in order to adequately differentiate between the two
mechanisms ascribed to the photohydrophilicity effect. Clearly,
more studies are required under conditions in which the effects of
background hydrocarbon contamination can be better controlled
(e.g., see work by Zubkov and coworkers [1780]).

8.5. Synthesis by photons

There may come a time when photochemical processes at het-
erogeneous surfaces are used for applications other than gen-
eration of electricity (i.e., DSSC), production of energy storage
molecules (i.e., H2 from H2O or hydrocarbons from CO2), or for
environmental remediation through photochemical mineraliza-
tion of contaminants. Papers are emerging in the field which
have examined specialized synthetic processes using TiO2 as a
photocatalyst. Examples include selective formation of certain
biomolecules [1815–1817], carbemide formation [1818], Cl2 pro-
duction [1819], cross-linking in fibers [1820,1821], epoxidation
and selective oxidation reactions [926,929,1021,1598,1822–1827],
ozone formation [1828], hydrogen peroxide production [1486,
1829,1830], selective isomerization reactions [986], nitro group
addition [1831,1832], polymerization processes [1833–1836], urea
formation [1837,1838] and a variety of other miscellaneous pro-
cesses [925,1368,1839–1846]. The photooxidation of alkenes to
generate epoxides has been explored in the cases of several
molecules, including 1-hexene [1823], 1-decene: [1823,1847], var-
ious cyclic olefins [1598], propene [1822], and styrene [1824].
In these examples, careful control of the oxidative conditions is
needed to promote the desired product but prevent additional
oxidation. By controlling the extent of photooxidation, Higashida
and coworkers [1825] were able to perform partial oxidation re-
actions on phenanthrene over P-25, as shown in Fig. 8.9. In other
cases, the absence of O2 is required. For example, Senanayake and
Idriss [1817] followed photoreactions of formamide (NH2CHO) on
the reconstructed surface of R TiO2(001) under UHV conditions
(i.e., extremely lowO2 partial pressure). They found that UV irradi-
ation of this adsorbed molecule lead to C–C and C–N bond forma-
tion reactions as opposed to the oxidation reactions expected with
O2 present. These bond formation processes yielded trace amounts
of several important biomolecules (e.g., DNA bases) adsorbed on
the surface. The authors speculated that such heterogeneous pho-
toreactions (not necessarily on TiO2) may have played important
roles in synthesis of biomolecules needed in emergence of biolog-
ical systems during early evolution.

9. Conclusions

This review highlights some of the significant insights obtained
from molecular-level studies of TiO2 photocatalysis, in particular
those obtained using a surface science perspective. Examples
include:

• the ability to prepare well-defined surfaces, in some cases
dopedwith high certainty, and characterize experimentally and
theoretically correlations between TiO2 surface properties and
photocatalytic behavior;

• the ability to mechanistically and dynamically follow single
electron transfer events at TiO2 surfaces;

• the ability to correlate bulk phenomena (such as photon
absorption or carrier hopping) with surface events;

• the ability to relate adsorbate chemistry and structure on a site-
by-site basis with molecular charge transfer reactivity;

• the ability to decipher the complex, interdependent thermal
and non-thermal chemistries associated with redox processes
involving many concurring electron transfer events;

• the ability to define surface structures of complex TiO2
photocatalytic materials with specific properties that optimize
activity.

Numerous opportunities and challenges still remain. The R TiO2
(110) surface has proved indispensable in providing researchers
with a setting for studying fundamental processes important to
TiO2 photocatalysis under well-controlled conditions. Work on
otherwell-defined TiO2 surfaces (e.g., other important orientations
of R or A) is moving forward. The ability of researchers to
utilize single crystal surfaces to model indirect processes (such
as OH• formation and reaction) remains to be seen. While many
studies point to the influences that additives (e.g., dopants, co-
catalysts, etc.) have on TiO2 photocatalysis, much work is still
needed on the molecular-level in order to understand how
these additives influence such phenomena as photon absorption,
electron transfer and thermal/non-thermal chemistry at TiO2
surfaces. Work is needed that probes spin states, trap states
and electron transfer events. More detailed knowledge is needed
about the dynamics of electron transfer in order to design
surfaces/interfaces that promote (or inhibit as the case may be)
particular events. Many fundamental insights have been obtained
from studying thermodynamically ‘down-hill’ photoreactions such
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as organic photooxidation, but little is known at the molecular-
level about the electron transfer dynamics andmechanistic aspects
of important ‘up-hill’ reactions such as water photooxidation
or C–H bond formation reactions. This review has illustrated
how a surface science perspective on TiO2 photocatalysis can
provide unique insights and motivate more fundamental research
in heterogeneous photocatalysis.
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